### 2.1. Код первоначальной загрузки boot

|  |
| --- |
|  |
|  | MBOOT\_PAGE\_ALIGN equ 1<<0 ; Load kernel and modules on a page boundary |
|  | MBOOT\_HEADER\_MAGIC equ 0x1BADB002 ; Сигнатура формата Multiboot |
|  | ; NOTE: We do not use MBOOT\_AOUT\_KLUDGE. It means that GRUB does not |
|  | ; pass us a symbol table. |
|  | MBOOT\_HEADER\_FLAGS equ MBOOT\_PAGE\_ALIGN | MBOOT\_MEM\_INFO ;Флаги, которые содержат |
|  | ; дополнительные требования к загрузке ядра и параметрам, передаваемым загрузчиком ядру |
|  | MBOOT\_CHECKSUM equ -(MBOOT\_HEADER\_MAGIC + MBOOT\_HEADER\_FLAGS) ;Контрольная сумма |
|  |  |
|  |  |
|  | [BITS 32] ; All instructions should be 32-bit. |
|  |  |
|  | [GLOBAL mboot] ; Делаем 'mboot' доступным из Си. |
|  | [EXTERN code] ; Start of the '.text' section. |
|  | [EXTERN bss] ; Start of the .bss section. |
|  | [EXTERN end] ; End of the last loadable section. |
|  |  |
|  | mboot: |
|  | dd MBOOT\_HEADER\_MAGIC ; GRUB will search for this value on each |
|  | ; 4-byte boundary in your kernel file |
|  | dd MBOOT\_HEADER\_FLAGS ; How GRUB should load your file / settings |
|  | dd MBOOT\_CHECKSUM ; To ensure that the above values are correct |
|  |  |
|  | dd mboot ; Location of this descriptor |
|  | dd code ; Start of kernel '.text' (code) section. |
|  | dd bss ; End of kernel '.data' section. |
|  | dd end ; End of kernel. |
|  | dd start ; Kernel entry point (initial EIP). |
|  |  |
|  | [GLOBAL start] ; Точка входа ядра (делаем видимым для линковщика) |
|  | [EXTERN main] ; Точка входа нашего Си кода |
|  |  |
|  |  |
|  | ;Grub через регистры %ebx и %eax передает указатель |
|  | ; на структуру multiboot Information и значение 0x1BADB002 |
|  | ; соответственно. Структура multiboot Information содержит |
|  | ; различную информацию, в том числе список загруженных модулей |
|  | ; и их расположение, что может понадобиться для дальнейшей загрузки системы. |
|  |  |
|  | start: |
|  | ; Загрузим multiboot информацию в стек, она будет первым параметром функции main на Си |
|  | push ebx |
|  |  |
|  | ; Запускаем ядро: |
|  | cli ; Отключаем прерывания |
|  | call main ; Вызываем нашу функцию main() |
|  | jmp $ ; Войдем в бесконечный цикл, чтобы остановить |
|  | ; выполнением процессора мусора в памяти |
|  | ; после нашего ядра! |

В модуле несколько строк кода:

push ebx

cli

call main

jmp $

Все остальное относится к заголовку мультзагрузки multiboot.

#### 2.2.1. Мультизагрузка

Мультизагрузка multiboot является стандартом, которому должно соответствовать ядро (предполагается в GRUB). Благодаря этому загрузчик может, во первых, точно знать, какая среда нужна ядру, когда происходит загрузка, во вторых, разрешить ядру запрашивать ту среду, в которой оно должно находиться.

Для того, чтобы ваше ядро было совместимо со стандартом multiboot, вам нужно где-нибудь в вашем ядре добавить структуру с заголовком (на самом деле, заголовок должен быть в первых 4КБ ядра). Удобно, что в NASM есть команда 'dd', которая позволит вам вставлять в код конкретные константы.

**MBOOT\_HEADER\_MAGIC** – число, которое указывает, что ядро совместимо со стандартом multiboot.

**MBOOT\_HEADER\_FLAGS** - поле флагов. Мы просим GRUB выполнить выравнивание секций по границам страниц (MBOOT\_PAGE\_ALIGN), а также предоставить нам некоторую информацию о памяти (MBOOT\_MEM\_INFO).

**MBOOT\_CHECKSUM** - это поле предназначено для проверки на наличие ошибок.

**mboot** - адрес структуры, в которую осуществляется запись. GRUB использует этот адрес для того, чтобы сообщить нам, куда была перемещена эта структура.

**code, bss, end, start** - эти символы определяются в компоновщике. Мы их используем для того, чтобы сообщить GRUB, где могут находиться различные секции нашего ядра.

### **Взаимодействие с Си**

 В GCC для архитектуры x86 при организации вызова используется следующее соглашение \_\_cdecl:

* Все параметры в функцию передаются через стек
* Параметры, перемещаемые в стек, перечисляются справа налево.
* Значение, возвращаемое функцией, помещается в EAX.

|  |
| --- |
| // main.c -- Определяет точку входа Cи-кода ядра |
|  |  |
|  | #include "monitor.h" |
|  | #include "multiboot.h" |
|  | #include "descriptor\_tables.h" |
|  | #include "timer.h" |
|  |  |
|  |  |
|  | int main(struct multiboot \*mboot\_ptr) |
|  | { |
|  | // Initialise all the ISRs and segmentation |
|  | init\_descriptor\_tables(); |
|  | // Initialise the screen (by clearing it) |
|  | monitor\_clear(); |
|  | // Write out a sample string |
|  | /\*for (size\_t i = 0; i < 16; i++) { |
|  | monitor\_color\_write("Hello, world!\n", i, 15); |
|  | }\*/ |
|  | monitor\_color\_write("MiniOS\n", 4, 15); |
|  | monitor\_write("\nDeveloped by Nikita Saharin, Pavel Sushko, Aleksandr Yakimovich\n\n"); |
|  |  |
|  | asm volatile("int $0x3"); |
|  | asm volatile("int $0x4"); |
|  |  |
|  | asm volatile("sti"); |
|  | init\_timer(10); |
|  |  |
|  | return 0; |
|  | } |

### 2.4. Компилируем, компонуем и запускаем!

Редактируем makefile:

SOURCES=boot.o main.o

CFLAGS=-nostdlib -nostdinc -fno-builtin -fno-stack-protector

Мы должны остановить компилятор GCC, когда он попытается скомпоновать наше ядро с своими библиотеками C для Linux - это ядро вообще (пока) не будет работать . Для этого используются флаги CFLAGS.

Компилируем, компонуем и запускаем ядро:

cd src

make clean # Здесь все ошибки игнорируются.

make

cd ..

./update\_image.sh

./run\_bochs.sh # Здесь от вас может быть запрошен пароль.

В результате должна начаться загрузка эмулятора bochs, вы увидите на несколько секунд загрузчик GRUB, затем будет работать ядро.

## 3. Экран

Ваше ядро с помощью GRUB загружается в текстовом режиме. То есть, для него выделяется фреймбуфер или кадровый буфер (область памяти), с помощью которого осуществляется управление экраном символов.

Область памяти фреймбуфер, доступна точно также, как и обычная оперативная память, расположенная по адресу 0xB8000. Однако важно заметить, что фрейбуфер фактически не является обычной оперативной памятью. Это часть специализированной видеопамяти контроллера, которая с помощью аппаратных средств отображается в ваше линейное адресное пространство.

Фреймбуфер является всего лишь простым массивом 16-битных слов, каждое 16-битное значение представляет собой отображение одного символа. Смещение слова от начала фреймбуфера, в котором находится символ, соответствующий позиции х, у на экране, рассчитывается следующим образом:

(y \* 80 + x) \* 2

Важно отметить, что множитель '\* 2' указан только потому, что каждый элемент занимает 2 байта (16 бит). Например, если вы индексируете массив 16-битных значений, то индексом будет просто у \* 80 + x.

![http://rus-linux.net/MyLDP/kernel/toyos/the_screen_word_format.png](data:image/png;base64,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)

Формат слова

В кодировке ASCII (в текстовом режиме кодировка Unicode не поддерживается) для представления символов используются 8 бит. У нас остается еще 8 бит, которые не используются. Аппаратура VGA использует их для назначения цвета тексту и цвета фону (по 4 бит каждый). На рисунке показано деление на части этого 16-разрядного значения.

4 бита для цветового кода дает нам 15 возможных цветов, которые мы можем отобразить::

0:черный, 1:синий, 2:зеленый, 3:циан, 4:красный, 5:мажента, 6:коричневый, 7:светло серый, 8:темно серый, 9:светло синий, 10:светло зеленый, 11:светлый циан, 12:светло красный, 13:светлый мажента, 14: светло коричневый, 15: белый.

У контроллера VGA также есть несколько портов главной шины ввода/вывода, которые можно использовать для того, чтобы отправить контроллеру конкретные указания. (Среди прочего) есть регистр управления с адресом 0x3D4 и регистр данных с адресом 0x3D5. Мы будем использовать эти порты для того, чтобы передать в контроллер указание обновить позицию курсора.

#### Теория в действии:

Во-первых, нам нужно еще несколько обычно используемых глобальных функций. В файлах common.c и common.h есть функции записи данных в шину ввода/вывода и чтения их из шины, а также некоторые определения типов, что позволит вам проще писать переносимый код.

// common.h

|  |
| --- |
| #ifndef COMMON\_H |
|  | #define COMMON\_H |
|  |  |
|  | // Some nice typedefs, to standardise sizes across platforms. |
|  | // These typedefs are written for 32-bit X86. |
|  | typedef unsigned int u32int; |
|  | typedef int s32int; |
|  | typedef unsigned short u16int; |
|  | typedef short s16int; |
|  | typedef unsigned char u8int; |
|  | typedef char s8int; |
|  | typedef unsigned int size\_t; |
|  |  |
|  | #define NULL 0; |
|  | #define EOF '\0'; |
|  |  |
|  | void outb(u16int port, u8int value); |
|  | u8int inb(u16int port); |
|  | u16int inw(u16int port); |
|  |  |
|  | /\*// Copy len bytes from src to dest. |
|  | void memcpy(u8int \*dest, const u8int \*src, u32int len); |
|  |  |
|  | // Write len copies of val into dest. |
|  | void memset(u8int \*dest, u8int val, u32int len); |
|  |  |
|  | // Compare two strings. Should return -1 if |
|  | // str1 < str2, 0 if they are equal or 1 otherwise. |
|  | int strcmp(char \*str1, char \*str2); |
|  |  |
|  | // Copy the NULL-terminated string src into dest, and |
|  | // return dest. |
|  | char \*strcpy(char \*dest, const char \*src); |
|  |  |
|  | // Concatenate the NULL-terminated string src onto |
|  | // the end of dest, and return dest. |
|  | char \*strcat(char \*dest, const char \*src); |
|  |  |
|  | int strlen(char \*src);\*/ |
|  |  |
|  | // REPLACED TO PANIC.H |
|  | /\* |
|  | #define PANIC(msg) panic(msg, \_\_FILE\_\_, \_\_LINE\_\_); |
|  | #define ASSERT(b) ((b) ? (void)0 : panic\_assert(\_\_FILE\_\_, \_\_LINE\_\_, #b)) |
|  |  |
|  | extern void panic(const char \*message, const char \*file, u32int line); |
|  | extern void panic\_assert(const char \*file, u32int line, const char \*desc); |
|  | \*/ |
|  |  |
|  | #define \_\_np\_anyptrlt(ptr1, ptr2)\ |
|  | ((ptr1) < (ptr2)) |
|  |  |
|  | void \*memchr(const void \*s, int c, register size\_t n); |
|  |  |
|  | int memcmp(const void \*s1, const void \*s2, register size\_t n); |
|  |  |
|  | void \*memcpy(void \* restrict s1, const void \* restrict s2, register size\_t n); |
|  |  |
|  | void \*memmove(void \*s1, const void \*s2, register size\_t n); |
|  |  |
|  | void \*memset(void \*s, register int c, register size\_t n); |
|  |  |
|  | char \*strcat(register char \* restrict s1, register const char \* restrict s2); |
|  |  |
|  | char \*strchr(register const char \*s, register int c); |
|  |  |
|  | int strcmp(register const char \*s1, register const char \*s2); |
|  |  |
|  | char \*strcpy(char \* restrict s1, const char \* restrict s2); |
|  |  |
|  | size\_t strcspn(register const char \*s1, register const char \*s2); |
|  |  |
|  | size\_t strlen(register const char \*s); |
|  |  |
|  | char \*strncat(register char \* restrict s1, register const char \* restrict s2, register size\_t n); |
|  |  |
|  | int strncmp(register const char \*s1, register const char \*s2, register size\_t n); |
|  |  |
|  | char \*strncpy(register char \* restrict s1, register const char \* restrict s2, register size\_t n); |
|  |  |
|  | char \*strpbrk(register const char \*s1, register const char \*s2); |
|  |  |
|  | char \*strrchr(register const char \*s, register int c); |
|  |  |
|  | size\_t strspn(register const char \*s1, register const char \*s2); |
|  |  |
|  | char \*strstr(register const char \*s1, register const char \*s2); //nikitasa1997 => Ok |
|  |  |
|  |  |
|  | #endif // COMMON\_H |

// common.c

|  |
| --- |
| #include "common.h" |
|  |  |
|  | // Write a byte out to the specified port. |
|  | void outb(u16int port, u8int value) |
|  | { |
|  | asm volatile ("outb %1, %0" : : "dN" (port), "a" (value)); |
|  | } |
|  |  |
|  | u8int inb(u16int port) |
|  | { |
|  | u8int ret; |
|  | asm volatile("inb %1, %0" : "=a" (ret) : "dN" (port)); |
|  | return ret; |
|  | } |
|  |  |
|  | u16int inw(u16int port) |
|  | { |
|  | u16int ret; |
|  | asm volatile ("inw %1, %0" : "=a" (ret) : "dN" (port)); |
|  | return ret; |
|  | } |
|  |  |
|  | // Copy len bytes from src to dest. |
|  | /\*void memcpy(u8int \*dest, const u8int \*src, u32int len) |
|  | { |
|  | const u8int \*sp = (const u8int \*)src; |
|  | u8int \*dp = (u8int \*)dest; |
|  | for(; len != 0; len--) \*dp++ = \*sp++; |
|  | } |
|  |  |
|  | // Write len copies of val into dest. |
|  | void memset(u8int \*dest, u8int val, u32int len) |
|  | { |
|  | u8int \*temp = (u8int \*)dest; |
|  | for ( ; len != 0; len--) \*temp++ = val; |
|  | } |
|  |  |
|  | // Compare two strings. Should return -1 if |
|  | // str1 < str2, 0 if they are equal or 1 otherwise. |
|  | int strcmp(char \*str1, char \*str2) |
|  | { |
|  | int i = 0; |
|  | int failed = 0; |
|  | while(str1[i] != '\0' && str2[i] != '\0') |
|  | { |
|  | if(str1[i] != str2[i]) |
|  | { |
|  | failed = 1; |
|  | break; |
|  | } |
|  | i++; |
|  | } |
|  | // why did the loop exit? |
|  | if( (str1[i] == '\0' && str2[i] != '\0') || (str1[i] != '\0' && str2[i] == '\0') ) |
|  | failed = 1; |
|  |  |
|  | return failed; |
|  | } |
|  |  |
|  | // Copy the NULL-terminated string src into dest, and |
|  | // return dest. |
|  | char \*strcpy(char \*dest, const char \*src) |
|  | { |
|  | do |
|  | { |
|  | \*dest++ = \*src++; |
|  | } |
|  | while (\*src != 0); |
|  | } |
|  |  |
|  | // Concatenate the NULL-terminated string src onto |
|  | // the end of dest, and return dest. |
|  | char \*strcat(char \*dest, const char \*src) |
|  | { |
|  | while (\*dest != 0) |
|  | { |
|  | \*dest = \*dest++; |
|  | } |
|  |  |
|  | do |
|  | { |
|  | \*dest++ = \*src++; |
|  | } |
|  | while (\*src != 0); |
|  | return dest; |
|  | } |
|  |  |
|  | int strlen(char \*src) |
|  | { |
|  | int i = 0; |
|  | while (\*src++) |
|  | i++; |
|  | return i; |
|  | }\*/ |
|  |  |
|  | //REPLACED TO PANIC.C |
|  | /\* |
|  | extern void panic(const char \*message, const char \*file, u32int line) |
|  | { |
|  | // We encountered a massive problem and have to stop. |
|  | asm volatile("cli"); // Disable interrupts. |
|  |  |
|  | monitor\_write("PANIC("); |
|  | monitor\_write(message); |
|  | monitor\_write(") at "); |
|  | monitor\_write(file); |
|  | monitor\_write(":"); |
|  | monitor\_write\_dec(line); |
|  | monitor\_write("\n"); |
|  | // Halt by going into an infinite loop. |
|  | for(;;); |
|  | } |
|  |  |
|  | extern void panic\_assert(const char \*file, u32int line, const char \*desc) |
|  | { |
|  | // An assertion failed, and we have to panic. |
|  | asm volatile("cli"); // Disable interrupts. |
|  |  |
|  | monitor\_write("ASSERTION-FAILED("); |
|  | monitor\_write(desc); |
|  | monitor\_write(") at "); |
|  | monitor\_write(file); |
|  | monitor\_write(":"); |
|  | monitor\_write\_dec(line); |
|  | monitor\_write("\n"); |
|  | // Halt by going into an infinite loop. |
|  | for(;;); |
|  | } |
|  | \*/ |
|  |  |
|  | /\*Section\*/ |
|  | /\* |
|  | memchr() |
|  | memcmp() |
|  | memcpy() |
|  | memmove() |
|  | memset() |
|  | strcat() |
|  | strchr() |
|  | strcmp() |
|  | strcpy() |
|  | strcspn() |
|  | strlen() |
|  | strncat() |
|  | strncmp() |
|  | strncpy() |
|  | strpbrk() |
|  | strrchr() |
|  | strspn() |
|  | strstr() nikitasa1997 => Ok |
|  | strtok() nikitasa1997 => Ok |
|  | \*/ |
|  |  |
|  | #define \_\_np\_anyptrlt(ptr1, ptr2)\ |
|  | ((ptr1) < (ptr2)) |
|  |  |
|  | void \*memchr(const void \*s, int c, register size\_t n) |
|  | { |
|  | for (register const unsigned char \*ptr = s; n; ++ptr, --n) |
|  | { |
|  | if (\*ptr == (unsigned char) c) |
|  | { |
|  | return (void \*) ptr; |
|  | } |
|  | } |
|  |  |
|  | return NULL; |
|  | } |
|  |  |
|  | int memcmp(const void \*s1, const void \*s2, register size\_t n) |
|  | { |
|  | for (register const unsigned char \*ptr1 = s1, \*ptr2 = s2; n; ++ptr1, ++ptr2, --n) |
|  | { |
|  | if (\*ptr1 != \*ptr2) |
|  | { |
|  | return \*ptr1 - \*ptr2; |
|  | } |
|  | } |
|  |  |
|  | return 0; |
|  | } |
|  |  |
|  | void \*memcpy(void \* restrict s1, const void \* restrict s2, register size\_t n) |
|  | { |
|  | register const char \*ptr2 = s2; |
|  | for (register char \*ptr1 = s1; n; ++ptr1, ++ptr2, --n) |
|  | { |
|  | \*ptr1 = \*ptr2; |
|  | } |
|  |  |
|  | return s1; |
|  | } |
|  |  |
|  | void \*memmove(void \*s1, const void \*s2, register size\_t n) |
|  | { |
|  | register unsigned char \*ptr1 = s1; |
|  | register const unsigned char \*ptr2 = s2; |
|  | if (\_\_np\_anyptrlt(ptr2, ptr1)) |
|  | { |
|  | for (ptr1 += n, ptr2 += n; --ptr1, --ptr2, n; --n) |
|  | { |
|  | \*ptr1 = \*ptr2; |
|  | } |
|  | } |
|  | else |
|  | { |
|  | for (; n; ++ptr1, ++ptr2, --n) |
|  | { |
|  | \*ptr1 = \*ptr2; |
|  | } |
|  | } |
|  |  |
|  | return s1; |
|  | } |
|  |  |
|  | void \*memset(void \*s, register int c, register size\_t n) |
|  | { |
|  | for (register unsigned char \*ptr = s; n; ++ptr, --n) |
|  | { |
|  | \*ptr = (unsigned char) c; |
|  | } |
|  |  |
|  | return s; |
|  | } |
|  |  |
|  | char \*strcat(register char \* restrict s1, register const char \* restrict s2) |
|  | { |
|  | char \*res = s1; |
|  | for (; \*s1; ++s1); |
|  | for (; (\*s1 = \*s2); ++s1, ++s2); |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | char \*strchr(register const char \*s, register int c) |
|  | { |
|  | for (; \*s != (char) c; ++s) |
|  | { |
|  | if (!\*s) |
|  | { |
|  | return NULL; |
|  | } |
|  | } |
|  |  |
|  | return (char \*) s; |
|  | } |
|  |  |
|  | int strcmp(register const char \*s1, register const char \*s2) |
|  | { |
|  | for (; \*s1 && \*s1 == \*s2; ++s1, ++s2); |
|  |  |
|  | return \*(const unsigned char \*) s1 - \*(const unsigned char \*) s2; |
|  | } |
|  |  |
|  | char \*strcpy(char \* restrict s1, const char \* restrict s2) |
|  | { |
|  | char \*res = s1; |
|  | for (; (\*s1 = \*s2); ++s1, ++s2); |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | size\_t strcspn(register const char \*s1, register const char \*s2) |
|  | { |
|  | size\_t res = 0u; |
|  | for (; \*s1; ++s1, ++res) |
|  | { |
|  | if (strchr(s2, \*s1)) |
|  | { |
|  | return res; |
|  | } |
|  | } |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | size\_t strlen(register const char \*s) |
|  | { |
|  | register size\_t i; |
|  | for (i = 0u; \*s; ++i); |
|  |  |
|  | return i; |
|  | } |
|  |  |
|  | char \*strncat(register char \* restrict s1, register const char \* restrict s2, register size\_t n) |
|  | { |
|  | char \*res = s1; |
|  |  |
|  | for (; \*s1; ++s1); |
|  | for (; \*s2 && n; ++s1, ++s2, --n) |
|  | { |
|  | \*s1 = \*s2; |
|  | } |
|  | \*s1 = '\0'; |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | int strncmp(register const char \*s1, register const char \*s2, register size\_t n) |
|  | { |
|  | for (;; ++s1, ++s2, --n) |
|  | { |
|  | if (!\*s1 || \*s1 != \*s2) |
|  | { |
|  | return \*(unsigned char \*) s1 - \*(unsigned char \*) s2; |
|  | } |
|  | } |
|  |  |
|  | return 0; |
|  | } |
|  |  |
|  | char \*strncpy(register char \* restrict s1, register const char \* restrict s2, register size\_t n) |
|  | { |
|  | char \*res = s1; |
|  | for (; n; ++s1, ++s2, --n) |
|  | { |
|  | \*s1 = \*s2; |
|  | } |
|  | for (; n; ++s1, --n) |
|  | { |
|  | \*s1 = '\0'; |
|  | } |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | char \*strpbrk(register const char \*s1, register const char \*s2) |
|  | { |
|  | for (; \*s1; ++s1) |
|  | { |
|  | if (strchr(s2, \*s1)) |
|  | { |
|  | return (char \*) s1; |
|  | } |
|  | } |
|  |  |
|  | return NULL; |
|  | } |
|  |  |
|  | char \*strrchr(register const char \*s, register int c) |
|  | { |
|  | char \*res = NULL; |
|  | for (; \*s; ++s) |
|  | { |
|  | if (\*s == (char) c) |
|  | { |
|  | res = (char \*) s; |
|  | } |
|  | } |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | size\_t strspn(register const char \*s1, register const char \*s2) // |
|  | { |
|  | size\_t res = 0u; |
|  | for (; \*s1 && strchr(s2, \*s1); ++s1, ++res); |
|  |  |
|  | return res; |
|  | } |
|  |  |
|  | char \*strstr(register const char \*s1, register const char \*s2) //nikitasa1997 => Ok |
|  | { |
|  | for (; \*s1; ++s1) |
|  | { |
|  | register size\_t i; |
|  | for (i = 0u; s1[i] && s1[i] == s2[i]; ++i); |
|  | if (!s2[i]) |
|  | { |
|  | return (char \*) s1; |
|  | } |
|  | } |
|  |  |
|  | return NULL; |
|  | } |
|  |  |
|  | char \*strtok(register char \* restrict s1, register const char \* restrict s2) //nikitasa1997 => Ok |
|  | { |
|  | static char \*ptr = NULL; |
|  |  |
|  | if (s1) |
|  | { |
|  | ptr = s1; |
|  | } |
|  | else if (!ptr) |
|  | { |
|  | return NULL; |
|  | } |
|  |  |
|  | s1 = ptr + strspn(ptr, s2); |
|  | ptr = s1 + strcspn(s1, s2); |
|  | if (ptr == s1) |
|  | { |
|  | ptr = NULL; |
|  | return NULL; |
|  | } |
|  |  |
|  | if (\*ptr) |
|  | { |
|  | \*ptr = '\0'; |
|  | ++ptr; |
|  | } |
|  | else |
|  | { |
|  | ptr = NULL; |
|  | } |
|  |  |
|  | return s1; |
|  | } |

#### 3.2.2. Код монитора

Пример заголовочного файла:

// monitor.h

|  |
| --- |
| #ifndef MONITOR\_H |
|  | #define MONITOR\_H |
|  |  |
|  | #include "common.h" |
|  |  |
|  | /\* |
|  | ====== |
|  | COLORS |
|  | ====== |
|  | 0 Black |
|  | 1 Blue |
|  | 2 Green |
|  | 3 Cyan |
|  | 4 Red |
|  | 5 Magenta |
|  | 6 Brown |
|  | 7 Light gray |
|  | 8 Dark gray |
|  | 9 Light blue |
|  | 10 Light green |
|  | 11 Light cyan |
|  | 12 Pink |
|  | 13 Light magenta |
|  | 14 Yellow |
|  | 15 White |
|  | \*/ |
|  |  |
|  | // Writes a single character out to the screen. |
|  | void monitor\_color\_put(char c, u8int backColour, u8int foreColour); |
|  | void monitor\_put(char c); |
|  |  |
|  | // Clears the screen, by copying lots of spaces to the framebuffer. |
|  | void monitor\_clear(); |
|  |  |
|  | // Outputs a null-terminated ASCII string to the monitor. |
|  | void monitor\_write(const char \*c); |
|  |  |
|  | void monitor\_write\_hex(u32int n); |
|  |  |
|  | void monitor\_write\_dec(u32int n); |
|  |  |
|  | // Color outputs a null-terminated ASCII string to the monitor. |
|  | void monitor\_color\_write(const char \*c, u8int backColour, u8int foreColour); |
|  |  |
|  | void monitor\_color\_write\_hex(u32int n, u8int backColour, u8int foreColour); |
|  |  |
|  | void monitor\_color\_write\_dec(u32int n, u8int backColour, u8int foreColour); |
|  |  |
|  |  |
|  | #endif // MONITOR\_H |

###### 3.2.2.1. Перемещение курсора

Рассчитываем линейное смещение координат х и у курсора с помощью приведенного выше уравнения, передаем это смещение в контроллер VGA. По ряду причин, он принимает 16-битное значение местоположения курсора, которое должно быть представлено в виде двух байтов. Для того, чтобы сообщить колнтроллеру, что мы посылаем ему старший байт, мы посылаем в порт контроллера (0x3D4) команду 14 , а затем отправляем этот байт в порт 0x3D5. Затем мы все повторяем с младшим байтом, но теперь с командой 15.

// Обновляем аппаратный курсор.

static void move\_cursor()

{

// The screen is 80 characters wide...

u16int cursorLocation = cursor\_y \* 80 + cursor\_x;

outb(0x3D4, 14); // Сообщаем плате VGA о том, что мы посылаем старший байт курсора.

outb(0x3D5, cursorLocation >> 8); // Посылаем старший байт курсора.

outb(0x3D4, 15); // Сообщаем плате VGA о том, что мы посылаем младший байт курсора.

outb(0x3D5, cursorLocation); // Посылаем младший байт курсора.

}

###### 3.2.2.2. Скроллинг экрана

Прокрутка изображения на 1 строку вверх, при заполнении текстом всего экрана.

// Скроллинг текста на экране на одну строку вверх.

static void scroll()

{

// Берем символ пробела с атрибутами цвета, заданными по умолчанию.

u8int attributeByte = (0 /\*black\*/ << 4) | (15 /\*white\*/ & 0x0F);

u16int blank = 0x20 /\* space \*/ | (attributeByte << 8);

// Строка 25 находится внизу, это означает, что нам нужно выполнить скроллинг вверх

if(cursor\_y >= 25)

{

// Перемещаем кусок текста, отображаемого в текущий момент,

// обратно в буфер, сдвинув его на одну строку

int i;

for (i = 0\*80; i < 24\*80; i++)

{

video\_memory[i] = video\_memory[i+80];

}

// Последняя строка должна теперь быть пустой. Это осуществляется

// записью в нее 80 символов пробела.

for (i = 24\*80; i < 25\*80; i++)

{

video\_memory[i] = blank;

}

// Теперь курсор должен находиться на последней строке.

cursor\_y = 24;

}

}

###### 3.2.2.3. Запись символа на экран

Расчет положения курсора.

// Writes a single character out to the screen.

void monitor\_put(char c)

{

// Цвет фона - черный (0), цвет текста - белый (15).

u8int backColour = 0;

u8int foreColour = 15;

// Байт атрибута состоит из двух полубайтов - младший является цветом,

// используемым для отображения текста, а старший - фоновым цветом.

u8int attributeByte = (backColour << 4) | (foreColour & 0x0F);

// Байт атрибута представляет собой 8 старших битов слова, которое мы должны

// послать на плату VGA.

u16int attribute = attributeByte << 8;

u16int \*location;

// Обработка символа backspace - перемещаем курсор на одну позицию обратно

if (c == 0x08 && cursor\_x)

{

cursor\_x--;

}

// Обработка символа табуляции - увеличиваем координату X курсора,

// но так, чтобы она делилась на 8

else if (c == 0x09)

{

cursor\_x = (cursor\_x+8) & ~(8-1);

}

// Обрабатываем возврат каретки

else if (c == '\r')

{

cursor\_x = 0;

}

// Обрабатываем переход на новую строку - перемещаем курсор обратно

// влево и увеличиваем номер строки

else if (c == '\n')

{

cursor\_x = 0;

cursor\_y++;

}

// Обрабатываем другие символы, которые можно выводить на экран.

else if(c >= ' ')

{

location = video\_memory + (cursor\_y\*80 + cursor\_x);

\*location = c | attribute;

cursor\_x++;

}

// Проверяем, нужно ли нам добавлять новую строку из-за того, что

// мы достигли конца экрана.

if (cursor\_x >= 80)

{

cursor\_x = 0;

cursor\_y ++;

}

// Скроллинг экрана, если это необходимо.

scroll();

// Перемещение аппаратного курсора.

move\_cursor();

}

###### 3.2.2.4. Очистка экрана

Заполнение пробелами.

// Очистка экрана - записываем пробелы во фреймбуфер.

void monitor\_clear()

{

// Устанавливаем в байте атрибутов значения цветов, используемые по умолчанию

u8int attributeByte = (0 /\*black\*/ << 4) | (15 /\*white\*/ & 0x0F);

u16int blank = 0x20 /\* space \*/ | (attributeByte << 8);

int i;

for (i = 0; i < 80\*25; i++)

{

video\_memory[i] = blank;

}

// Перемещаем аппаратный курсор в начало.

cursor\_x = 0;

cursor\_y = 0;

move\_cursor();

}

###### 3.2.2.5. Запись строки

// Выдаем на монитор строку ASCII, завершающуюся символом null.

void monitor\_write(char \*c)

{

int i = 0;

while (c[i])

{

monitor\_put(c[i++]);

}

}

## 4. Таблицы GDT и IDT

#### 4.1. Таблица глобальных дескрипторов GDT (теория)

Способы защиты памяти и реализации виртуальной памяти в архитектуре x86

Сегментация

Страничная организация памяти

При сегментации доступ к памяти осуществляется внутри сегмента. То есть адрес памяти добавляется к базовому адресу сегмента и проверяется длина сегмента. Вы можете рассматривать сегмент как окно в адресном пространстве. Процесс не знает, что это окно, все, что он видит - линейное адресное пространство, начиная с нуля и до длины сегмента.

Что касается страничной организации памяти, то адресное пространство делится на блоки (обычно размером 4 Кб) - страницы. Любая страница может быть отображена в физическую память - отображается на то, что называется "фрейм". Либо отображения может не быть. И таким образом, вы можете создавать виртуальные пространства памяти.

У каждого из этих методов есть свои собственные преимущества, но страничная организация памяти намного лучше. Сегментация, хотя все еще используется, быстро устаревает как способ защиты памяти и виртуальной памяти. На самом деле, в архитектуре x86-64 для того, чтобы некоторые ее команды работали должным образом, требуется плоская модель памяти (один сегмент с базой с адресом 0 и границей с адресом 0xFFFFFFFF).

Сегментация встроена непосредственно в архитектуру x86. Ее обойти невозможно. Итак, мы создадим собственную таблицу глобальных дескрипторов - список дескрипторов сегментов.

Мы создаем плоскую модель памяти. Окно сегмента должно начинаться с адреса 0x00000000 и продолжаться до адреса 0xFFFFFFFF (конец памяти). Однако есть одна вещь, которую при сегментации делать можно, а при страничной организации памяти - нет, это задание уровня кольца.

Кольцо определяет уровень привилегий - нулевое кольцо является наиболее привилегированным и еще есть, как минимум, три кольца. Говорят, что процессы, запущенные в нулевом кольце, работают в режиме ядра или в режиме супервизора, поскольку они могут использовать такие инструкции, как sti и cli, которые большинство процессов использовать не может. Как правило, кольца 1 и 2 не используются. Технически в них можно получить доступ к большему подмножеству инструкций режима супервизора, чем это можно сделать в кольце 3. В некоторых микроядерных архитектурах эти кольца используются для запуска серверных процессов или драйверов.

Внутри дескриптора сегмента есть число, указывающее уровень кольца, который используется. Чтобы изменить уровень кольца потребуются сегменты, представляющие как кольцо 0, так и кольцо 3.

#### 4.2. Таблица глобальных дескрипторов GDT (практика)
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GRUB сам настраивает таблицу GDT. Проблема в том, что вы не знаете, где находится GDT, или то, что в ней задано. Так что если вы ее случайно перезапишите, после трехкратного повторения ошибки ваш компьютер перезагрузится.

В архитектуре x86 есть 6 регистров сегментации. В каждом хранится смещение, указываемое в GDT. Это: cs (сегмент кода), ds (сегмент данных), es (дополнительный сегмент), fs, gs, ss (сегмент стека). В сегменте кода должна быть ссылка на дескриптор, который установлен как 'code segment' (сегмент кода). Для этого в байте доступе существует флаг. Остальные ссылки должны указывать на дескриптор, который определен как 'data segment' (сегмент данных).

#### 4.2.1. Файл descriptor\_tables.h

Запись в таблице GDT выглядит следующим образом:

// В этой структуре хранится содержимое одной записи GDT.

// Мы используем атрибут 'packed', которые указывает компилятору GCC,

// что в этой структуре выравнивание не выполняется.

struct gdt\_entry\_struct

{

u16int limit\_low; // Младшие 16 битов граничного значения limit.

u16int base\_low; // Младшие 16 битов адресной базы.

u8int base\_middle; // Следующие 8 битов адресной базы.

u8int access; // Флаги доступа, определяющие в каком кольце можно использовать этот сегмент.

u8int granularity;

u8int base\_high; // Последние 8 битов адресной базы.

} \_\_attribute\_\_((packed));

typedef struct gdt\_entry\_struct gdt\_entry\_t;

![http://rus-linux.net/MyLDP/kernel/toyos/gdt_idt_gdt_format_1.png](data:image/png;base64,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)

Большинство этих полей должны быть понятны сами по себе. Формат байта доступа показан на рисунке, приведенном ранее, а здесь показан формат байта гранулярности.

**P** - Сегмент присутствует? (1 = Да)

**DPL** - Дескриптор уровня привилегий - кольцо 0 - 3

**DT** - Тип дескриптора

**Type** - Тип сегмента - сегмент кода/сегмент данных

**G** - Гранулярность (0 = 1 байт, 1 = 1 кбайт)

**D** - Размер операнда (0 = 16 бит, 1 = 32 бита)

**0** - Всегда должно быть нулевое значение

**A** - Возможность доступа из системы (всегда должно быть нулевым)

Для того, чтобы сообщить процессору, где найти нашу таблицу GDT, мы передаем ему адрес специальной структуры с указателями:

struct gdt\_ptr\_struct

{

u16int limit; // Верхние 16 битов всех предельных значений селектора.

u32int base; // Адрес первой структуры gdt\_entry\_t.

}

\_\_attribute\_\_((packed));

typedef struct gdt\_ptr\_struct gdt\_ptr\_t;

Базой является адрес первой записи в нашей таблице GDT, предельным значением будет размер таблицы минус один (последний допустимый адрес в таблице).

Определения этих структур вместе с прототипами должны находиться в заголовочном файле descriptor\_tables.h.

// Общедоступная функция инициализации.

void init\_descriptor\_tables();

#### 4.2.2. Файл descriptor\_tables.c

В файле descriptor\_tables.c у нас находятся несколько объявлений:

// descriptor\_tables.c

|  |
| --- |
| // descriptor\_tables.c - Initialises the GDT and IDT, and defines the |
|  | // default ISR and IRQ handler. |
|  | // Based on code from Bran's kernel development tutorials. |
|  | // Rewritten for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "common.h" |
|  | #include "descriptor\_tables.h" |
|  | #include "isr.h" |
|  |  |
|  | // Lets us access our ASM functions from our C code. |
|  | extern void gdt\_flush(u32int); |
|  | extern void idt\_flush(u32int); |
|  |  |
|  | // Internal function prototypes. |
|  | static void init\_gdt(); |
|  | static void init\_idt(); |
|  | static void gdt\_set\_gate(s32int,u32int,u32int,u8int,u8int); |
|  | static void idt\_set\_gate(u8int,u32int,u16int,u8int); |
|  |  |
|  | gdt\_entry\_t gdt\_entries[5]; |
|  | gdt\_ptr\_t gdt\_ptr; |
|  | idt\_entry\_t idt\_entries[256]; |
|  | idt\_ptr\_t idt\_ptr; |
|  |  |
|  | // Extern the ISR handler array so we can nullify them on startup. |
|  | extern isr\_t interrupt\_handlers[]; |
|  |  |
|  | // Initialisation routine - zeroes all the interrupt service routines, |
|  | // initialises the GDT and IDT. |
|  | void init\_descriptor\_tables() |
|  | { |
|  |  |
|  | // Initialise the global descriptor table. |
|  | init\_gdt(); |
|  | // Initialise the interrupt descriptor table. |
|  | init\_idt(); |
|  | // Nullify all the interrupt handlers. |
|  | memset(&interrupt\_handlers, 0, sizeof(isr\_t)\*256); |
|  | } |
|  |  |
|  | static void init\_gdt() |
|  | { |
|  | gdt\_ptr.limit = (sizeof(gdt\_entry\_t) \* 5) - 1; |
|  | gdt\_ptr.base = (u32int)&gdt\_entries; |
|  |  |
|  | gdt\_set\_gate(0, 0, 0, 0, 0); // Null segment |
|  | gdt\_set\_gate(1, 0, 0xFFFFFFFF, 0x9A, 0xCF); // Code segment |
|  | gdt\_set\_gate(2, 0, 0xFFFFFFFF, 0x92, 0xCF); // Data segment |
|  | gdt\_set\_gate(3, 0, 0xFFFFFFFF, 0xFA, 0xCF); // User mode code segment |
|  | gdt\_set\_gate(4, 0, 0xFFFFFFFF, 0xF2, 0xCF); // User mode data segment |
|  |  |
|  | gdt\_flush((u32int)&gdt\_ptr); |
|  | } |
|  |  |
|  | // Set the value of one GDT entry. |
|  | static void gdt\_set\_gate(s32int num, u32int base, u32int limit, u8int access, u8int gran) |
|  | { |
|  | gdt\_entries[num].base\_low = (base & 0xFFFF); |
|  | gdt\_entries[num].base\_middle = (base >> 16) & 0xFF; |
|  | gdt\_entries[num].base\_high = (base >> 24) & 0xFF; |
|  |  |
|  | gdt\_entries[num].limit\_low = (limit & 0xFFFF); |
|  | gdt\_entries[num].granularity = (limit >> 16) & 0x0F; |
|  |  |
|  | gdt\_entries[num].granularity |= gran & 0xF0; |
|  | gdt\_entries[num].access = access; |
|  | } |
|  |  |
|  | static void init\_idt() |
|  | { |
|  | idt\_ptr.limit = sizeof(idt\_entry\_t) \* 256 -1; |
|  | idt\_ptr.base = (u32int)&idt\_entries; |
|  |  |
|  | memset(&idt\_entries, 0, sizeof(idt\_entry\_t)\*256); |
|  |  |
|  | // Remap the irq table. |
|  | outb(0x20, 0x11); |
|  | outb(0xA0, 0x11); |
|  | outb(0x21, 0x20); |
|  | outb(0xA1, 0x28); |
|  | outb(0x21, 0x04); |
|  | outb(0xA1, 0x02); |
|  | outb(0x21, 0x01); |
|  | outb(0xA1, 0x01); |
|  | outb(0x21, 0x0); |
|  | outb(0xA1, 0x0); |
|  |  |
|  | idt\_set\_gate( 0, (u32int)isr0 , 0x08, 0x8E); |
|  | idt\_set\_gate( 1, (u32int)isr1 , 0x08, 0x8E); |
|  | idt\_set\_gate( 2, (u32int)isr2 , 0x08, 0x8E); |
|  | idt\_set\_gate( 3, (u32int)isr3 , 0x08, 0x8E); |
|  | idt\_set\_gate( 4, (u32int)isr4 , 0x08, 0x8E); |
|  | idt\_set\_gate( 5, (u32int)isr5 , 0x08, 0x8E); |
|  | idt\_set\_gate( 6, (u32int)isr6 , 0x08, 0x8E); |
|  | idt\_set\_gate( 7, (u32int)isr7 , 0x08, 0x8E); |
|  | idt\_set\_gate( 8, (u32int)isr8 , 0x08, 0x8E); |
|  | idt\_set\_gate( 9, (u32int)isr9 , 0x08, 0x8E); |
|  | idt\_set\_gate(10, (u32int)isr10, 0x08, 0x8E); |
|  | idt\_set\_gate(11, (u32int)isr11, 0x08, 0x8E); |
|  | idt\_set\_gate(12, (u32int)isr12, 0x08, 0x8E); |
|  | idt\_set\_gate(13, (u32int)isr13, 0x08, 0x8E); |
|  | idt\_set\_gate(14, (u32int)isr14, 0x08, 0x8E); |
|  | idt\_set\_gate(15, (u32int)isr15, 0x08, 0x8E); |
|  | idt\_set\_gate(16, (u32int)isr16, 0x08, 0x8E); |
|  | idt\_set\_gate(17, (u32int)isr17, 0x08, 0x8E); |
|  | idt\_set\_gate(18, (u32int)isr18, 0x08, 0x8E); |
|  | idt\_set\_gate(19, (u32int)isr19, 0x08, 0x8E); |
|  | idt\_set\_gate(20, (u32int)isr20, 0x08, 0x8E); |
|  | idt\_set\_gate(21, (u32int)isr21, 0x08, 0x8E); |
|  | idt\_set\_gate(22, (u32int)isr22, 0x08, 0x8E); |
|  | idt\_set\_gate(23, (u32int)isr23, 0x08, 0x8E); |
|  | idt\_set\_gate(24, (u32int)isr24, 0x08, 0x8E); |
|  | idt\_set\_gate(25, (u32int)isr25, 0x08, 0x8E); |
|  | idt\_set\_gate(26, (u32int)isr26, 0x08, 0x8E); |
|  | idt\_set\_gate(27, (u32int)isr27, 0x08, 0x8E); |
|  | idt\_set\_gate(28, (u32int)isr28, 0x08, 0x8E); |
|  | idt\_set\_gate(29, (u32int)isr29, 0x08, 0x8E); |
|  | idt\_set\_gate(30, (u32int)isr30, 0x08, 0x8E); |
|  | idt\_set\_gate(31, (u32int)isr31, 0x08, 0x8E); |
|  | idt\_set\_gate(32, (u32int)irq0, 0x08, 0x8E); |
|  | idt\_set\_gate(33, (u32int)irq1, 0x08, 0x8E); |
|  | idt\_set\_gate(34, (u32int)irq2, 0x08, 0x8E); |
|  | idt\_set\_gate(35, (u32int)irq3, 0x08, 0x8E); |
|  | idt\_set\_gate(36, (u32int)irq4, 0x08, 0x8E); |
|  | idt\_set\_gate(37, (u32int)irq5, 0x08, 0x8E); |
|  | idt\_set\_gate(38, (u32int)irq6, 0x08, 0x8E); |
|  | idt\_set\_gate(39, (u32int)irq7, 0x08, 0x8E); |
|  | idt\_set\_gate(40, (u32int)irq8, 0x08, 0x8E); |
|  | idt\_set\_gate(41, (u32int)irq9, 0x08, 0x8E); |
|  | idt\_set\_gate(42, (u32int)irq10, 0x08, 0x8E); |
|  | idt\_set\_gate(43, (u32int)irq11, 0x08, 0x8E); |
|  | idt\_set\_gate(44, (u32int)irq12, 0x08, 0x8E); |
|  | idt\_set\_gate(45, (u32int)irq13, 0x08, 0x8E); |
|  | idt\_set\_gate(46, (u32int)irq14, 0x08, 0x8E); |
|  | idt\_set\_gate(47, (u32int)irq15, 0x08, 0x8E); |
|  |  |
|  | idt\_flush((u32int)&idt\_ptr); |
|  | } |
|  |  |
|  | static void idt\_set\_gate(u8int num, u32int base, u16int sel, u8int flags) |
|  | { |
|  | idt\_entries[num].base\_lo = base & 0xFFFF; |
|  | idt\_entries[num].base\_hi = (base >> 16) & 0xFFFF; |
|  |  |
|  | idt\_entries[num].sel = sel; |
|  | idt\_entries[num].always0 = 0; |
|  | // We must uncomment the OR below when we get to using user-mode. |
|  | // It sets the interrupt gate's privilege level to 3. |
|  | idt\_entries[num].flags = flags /\* | 0x60 \*/; |
|  | } |

Обратите внимание на функцию gdt\_flush - она определена в ассемблерном файле и для нас загружен указатель на нашу таблицу GDT.

Сначала init\_gdt настраивает структуру указателей GDT - предельное значение limit является размером записи GDT, умноженной на 5, - у нас 5 записей, так как есть дескрипторы сегмента кода и сегмента данных для ядра, дескрипторы сегмента кода и сегмента данных для пользовательского режима и пустая запись null. Она должна присутствовать, иначе могут произойти неприятные вещи.

Затем gdt\_init настраивает 5 дескрипторов с помощью обращения к gdt\_set\_gate. Единственное различие в дескрипторах четырех сегментов - это байт доступа 0x9A, 0x92, 0xFA, 0xF2. DPL является дескриптором уровня привилегий: 3 - для пользовательского кода и 0 - для кода ядра. Type определяет, является ли сегментом кода или сегментом данных.

Наконец, у нас есть функция на языке ассемблера, которая запишет указатель GDT.

[GLOBAL gdt\_flush] ; Позволяет коду на C обращаться gdt\_flush().

gdt\_flush:

mov eax, [esp+4] ; Берет указатель на таблицу GDT, переданную в качестве параметра.

lgdt [eax] ; Загружает новый указатель GDT

mov ax, 0x10 ; 0x10 является смещением, находящимся в таблице GDT и указываемым на наш сегмент данных

mov ds, ax ; Загрузка переключателей всех сегментов данных

mov es, ax

mov fs, ax

mov gs, ax

mov ss, ax

jmp 0x08:.flush ; 0x08 является смещением на наш сегмент кода: Длинный переход!

.flush:

ret

Эта функция берет первый параметр, переданный ей (в esp+4), загружает в GDT значение указателей (с помощью инструкции lgdt), затем загружает переключатель сегментов для сегментов кода и сегментов данных. Заметьте, что длина каждой записи GDT составляет 8 байтов, а дескриптором кода ядра является второй сегмент, так что смещение будет равно 0x08. Аналогичным образом дескриптор данных ядра является третьим, так что в этом случае смещение будет 16 = 0x10. Здесь мы переносим значение 0x10 в регистры сегмента данных ds,es,fd,gs,ss. Чтобы изменить сегмент кода, нужно поступить немного по-другому; мы должны выполнить длинный переход. Это приводит к неявному изменению значения CS.

#### 4.3. Таблица дескрипторов прерываний IDT (теория)

Иногда вы хотите прервать работу процессора. Прерывание похоже на сигнал POSIX - он сообщает вам, что произошло что-то интересное. Процессор может регистрировать обработчики прерываний, которые имеют дело с прерываниями, затем передать управление в код, который обработает прерывание. Прерывания могут обрабатываться через внешние ресурсы - через IRQ, или с использованием внутренних ресурсов, т.е. с помощью инструкции 'int n'.

Таблица дескрипторов прерываний *The Interrupt Descriptor Table* указывает процессору, где найти обработчики для каждого прерывания. Эта таблица очень похожа на таблицу GDT. Это просто массив записей, каждая из которых соответствует номеру прерывания. Есть 256 допустимых номеров прерываний, так что должно быть 256 записей. Если происходит прерывание, а для него нет записи (подходит даже запись со значением NULL), то процессор перейдет в режим panic и произойдет перезагрузка системы.

#### 4.3.1. Отказы, ловушки и исключения

Процессору иногда нужно будет передать сигналы в ваше ядро. Может случиться что-то важное, например, деление на ноль или ошибка при подкачке страницы. Для того, чтобы это сделать, используются первые 32 прерывания. Поэтому вдвойне важно, чтобы все они не отображались в NULL, в противном случае после троекратной ошибки процессор выполнит перезагрузку (эмулятор bochs перейдет в режим panic и выдаст ошибку 'unhandled exception').

Ниже приведены специальные прерывания, связанные с работой процессора:

* 0 - Прерывание деления на ноль
* 1 - Прерывание отладки (пошагового исполнения)
* 2 - Немаскируемое прерывание
* 3 - Прерывание точки останова
* 4 - Переполнение при выполнении команды Into
* 5 - Прерывание выхода за границы данных
* 6 - Прерывание неправильного кода операции
* 7 - Прерывание отсутствие сопроцессора
* 8 - Прерывание двойной ошибки (код ошибки помещается в стек)
* 9 - Нарушение сегментации памяти сопроцессором
* 10 - Неправильный TSS (код ошибки помещается в стек)
* 11 - Отсутствие сегмента (код ошибки помещается в стек)
* 12 - Ошибка стека (код ошибки помещается в стек)
* 13 - Ошибка общей защиты (код ошибки помещается в стек)
* 14 - Ошибка системы страничной организации памяти (код ошибки помещается в стек)
* 15 - Неизвестное прерывание
* 16 - Ошибка сопроцессора
* 17 - Прерывание контроля выравнивания
* 18 - Прерывание, связанное с общей работой процессора
* 19-31 – Зарезервировано

#### 4.4. Таблица дескрипторов прерываний IDT (практика)

#### 4.4.1. Файл descriptor\_tables.h

// descriptor\_tables.h

|  |
| --- |
| // descriptor\_tables.h - Defines the interface for initialising the GDT and IDT. |
|  | // Also defines needed structures. |
|  | // Based on code from Bran's kernel development tutorials. |
|  | // Rewritten for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "common.h" |
|  | #include "panic.h" |
|  |  |
|  | // Initialisation function is publicly accessible. |
|  | void init\_descriptor\_tables(); |
|  |  |
|  | // This structure contains the value of one GDT entry. |
|  | // We use the attribute 'packed' to tell GCC not to change |
|  | // any of the alignment in the structure. |
|  | struct gdt\_entry\_struct |
|  | { |
|  | u16int limit\_low; // The lower 16 bits of the limit. |
|  | u16int base\_low; // The lower 16 bits of the base. |
|  | u8int base\_middle; // The next 8 bits of the base. |
|  | u8int access; // Access flags, determine what ring this segment can be used in. |
|  | u8int granularity; |
|  | u8int base\_high; // The last 8 bits of the base. |
|  | } \_\_attribute\_\_((packed)); |
|  |  |
|  | typedef struct gdt\_entry\_struct gdt\_entry\_t; |
|  |  |
|  | // This struct describes a GDT pointer. It points to the start of |
|  | // our array of GDT entries, and is in the format required by the |
|  | // lgdt instruction. |
|  | struct gdt\_ptr\_struct |
|  | { |
|  | u16int limit; // The upper 16 bits of all selector limits. |
|  | u32int base; // The address of the first gdt\_entry\_t struct. |
|  | } \_\_attribute\_\_((packed)); |
|  |  |
|  | typedef struct gdt\_ptr\_struct gdt\_ptr\_t; |
|  |  |
|  | // A struct describing an interrupt gate. |
|  | struct idt\_entry\_struct |
|  | { |
|  | u16int base\_lo; // The lower 16 bits of the address to jump to when this interrupt fires. |
|  | u16int sel; // Kernel segment selector. |
|  | u8int always0; // This must always be zero. |
|  | u8int flags; // More flags. See documentation. |
|  | u16int base\_hi; // The upper 16 bits of the address to jump to. |
|  | } \_\_attribute\_\_((packed)); |
|  |  |
|  | typedef struct idt\_entry\_struct idt\_entry\_t; |
|  |  |
|  | // A struct describing a pointer to an array of interrupt handlers. |
|  | // This is in a format suitable for giving to 'lidt'. |
|  | struct idt\_ptr\_struct |
|  | { |
|  | u16int limit; |
|  | u32int base; // The address of the first element in our idt\_entry\_t array. |
|  | } \_\_attribute\_\_((packed)); |
|  |  |
|  | typedef struct idt\_ptr\_struct idt\_ptr\_t; |
|  |  |
|  | // These extern directives let us access the addresses of our ASM ISR handlers. |
|  | extern void isr0 (); |
|  | extern void isr1 (); |
|  | extern void isr2 (); |
|  | extern void isr3 (); |
|  | extern void isr4 (); |
|  | extern void isr5 (); |
|  | extern void isr6 (); |
|  | extern void isr7 (); |
|  | extern void isr8 (); |
|  | extern void isr9 (); |
|  | extern void isr10(); |
|  | extern void isr11(); |
|  | extern void isr12(); |
|  | extern void isr13(); |
|  | extern void isr14(); |
|  | extern void isr15(); |
|  | extern void isr16(); |
|  | extern void isr17(); |
|  | extern void isr18(); |
|  | extern void isr19(); |
|  | extern void isr20(); |
|  | extern void isr21(); |
|  | extern void isr22(); |
|  | extern void isr23(); |
|  | extern void isr24(); |
|  | extern void isr25(); |
|  | extern void isr26(); |
|  | extern void isr27(); |
|  | extern void isr28(); |
|  | extern void isr29(); |
|  | extern void isr30(); |
|  | extern void isr31(); |
|  | extern void irq0 (); |
|  | extern void irq1 (); |
|  | extern void irq2 (); |
|  | extern void irq3 (); |
|  | extern void irq4 (); |
|  | extern void irq5 (); |
|  | extern void irq6 (); |
|  | extern void irq7 (); |
|  | extern void irq8 (); |
|  | extern void irq9 (); |
|  | extern void irq10(); |
|  | extern void irq11(); |
|  | extern void irq12(); |
|  | extern void irq13(); |
|  | extern void irq14(); |
|  | extern void irq15(); |

![http://rus-linux.net/MyLDP/kernel/toyos/gdt_idt_idt_format_1.png](data:image/png;base64,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)

На рисунке показан формат поля флагов. Младшие 5 битов должны всегда иметь одно и то же значение 0b0110, т.е.14 в десятичной системе. DPL описывает уровень привилегий, с какими, как мы ожидаем, будет осуществляться. Бит P означает, что запись есть. Любой дескриптор со сброшенным этим битом явно указывает на исключительную ситуацию "прерывание не обрабатывается".

#### 4.4.2. Файл descriptor\_tables.c

Мы должны изменить этот файл и добавить в него наш новый код:

// descriptor\_tables.c

|  |
| --- |
| // descriptor\_tables.c - Initialises the GDT and IDT, and defines the |
|  | // default ISR and IRQ handler. |
|  | // Based on code from Bran's kernel development tutorials. |
|  | // Rewritten for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "common.h" |
|  | #include "descriptor\_tables.h" |
|  | #include "isr.h" |
|  |  |
|  | // Lets us access our ASM functions from our C code. |
|  | extern void gdt\_flush(u32int); |
|  | extern void idt\_flush(u32int); |
|  |  |
|  | // Internal function prototypes. |
|  | static void init\_gdt(); |
|  | static void init\_idt(); |
|  | static void gdt\_set\_gate(s32int,u32int,u32int,u8int,u8int); |
|  | static void idt\_set\_gate(u8int,u32int,u16int,u8int); |
|  |  |
|  | gdt\_entry\_t gdt\_entries[5]; |
|  | gdt\_ptr\_t gdt\_ptr; |
|  | idt\_entry\_t idt\_entries[256]; |
|  | idt\_ptr\_t idt\_ptr; |
|  |  |
|  | // Extern the ISR handler array so we can nullify them on startup. |
|  | extern isr\_t interrupt\_handlers[]; |
|  |  |
|  | // Initialisation routine - zeroes all the interrupt service routines, |
|  | // initialises the GDT and IDT. |
|  | void init\_descriptor\_tables() |
|  | { |
|  |  |
|  | // Initialise the global descriptor table. |
|  | init\_gdt(); |
|  | // Initialise the interrupt descriptor table. |
|  | init\_idt(); |
|  | // Nullify all the interrupt handlers. |
|  | memset(&interrupt\_handlers, 0, sizeof(isr\_t)\*256); |
|  | } |
|  |  |
|  | static void init\_gdt() |
|  | { |
|  | gdt\_ptr.limit = (sizeof(gdt\_entry\_t) \* 5) - 1; |
|  | gdt\_ptr.base = (u32int)&gdt\_entries; |
|  |  |
|  | gdt\_set\_gate(0, 0, 0, 0, 0); // Null segment |
|  | gdt\_set\_gate(1, 0, 0xFFFFFFFF, 0x9A, 0xCF); // Code segment |
|  | gdt\_set\_gate(2, 0, 0xFFFFFFFF, 0x92, 0xCF); // Data segment |
|  | gdt\_set\_gate(3, 0, 0xFFFFFFFF, 0xFA, 0xCF); // User mode code segment |
|  | gdt\_set\_gate(4, 0, 0xFFFFFFFF, 0xF2, 0xCF); // User mode data segment |
|  |  |
|  | gdt\_flush((u32int)&gdt\_ptr); |
|  | } |
|  |  |
|  | // Set the value of one GDT entry. |
|  | static void gdt\_set\_gate(s32int num, u32int base, u32int limit, u8int access, u8int gran) |
|  | { |
|  | gdt\_entries[num].base\_low = (base & 0xFFFF); |
|  | gdt\_entries[num].base\_middle = (base >> 16) & 0xFF; |
|  | gdt\_entries[num].base\_high = (base >> 24) & 0xFF; |
|  |  |
|  | gdt\_entries[num].limit\_low = (limit & 0xFFFF); |
|  | gdt\_entries[num].granularity = (limit >> 16) & 0x0F; |
|  |  |
|  | gdt\_entries[num].granularity |= gran & 0xF0; |
|  | gdt\_entries[num].access = access; |
|  | } |
|  |  |
|  | static void init\_idt() |
|  | { |
|  | idt\_ptr.limit = sizeof(idt\_entry\_t) \* 256 -1; |
|  | idt\_ptr.base = (u32int)&idt\_entries; |
|  |  |
|  | memset(&idt\_entries, 0, sizeof(idt\_entry\_t)\*256); |
|  |  |
|  | // Remap the irq table. |
|  | outb(0x20, 0x11); |
|  | outb(0xA0, 0x11); |
|  | outb(0x21, 0x20); |
|  | outb(0xA1, 0x28); |
|  | outb(0x21, 0x04); |
|  | outb(0xA1, 0x02); |
|  | outb(0x21, 0x01); |
|  | outb(0xA1, 0x01); |
|  | outb(0x21, 0x0); |
|  | outb(0xA1, 0x0); |
|  |  |
|  | idt\_set\_gate( 0, (u32int)isr0 , 0x08, 0x8E); |
|  | idt\_set\_gate( 1, (u32int)isr1 , 0x08, 0x8E); |
|  | idt\_set\_gate( 2, (u32int)isr2 , 0x08, 0x8E); |
|  | idt\_set\_gate( 3, (u32int)isr3 , 0x08, 0x8E); |
|  | idt\_set\_gate( 4, (u32int)isr4 , 0x08, 0x8E); |
|  | idt\_set\_gate( 5, (u32int)isr5 , 0x08, 0x8E); |
|  | idt\_set\_gate( 6, (u32int)isr6 , 0x08, 0x8E); |
|  | idt\_set\_gate( 7, (u32int)isr7 , 0x08, 0x8E); |
|  | idt\_set\_gate( 8, (u32int)isr8 , 0x08, 0x8E); |
|  | idt\_set\_gate( 9, (u32int)isr9 , 0x08, 0x8E); |
|  | idt\_set\_gate(10, (u32int)isr10, 0x08, 0x8E); |
|  | idt\_set\_gate(11, (u32int)isr11, 0x08, 0x8E); |
|  | idt\_set\_gate(12, (u32int)isr12, 0x08, 0x8E); |
|  | idt\_set\_gate(13, (u32int)isr13, 0x08, 0x8E); |
|  | idt\_set\_gate(14, (u32int)isr14, 0x08, 0x8E); |
|  | idt\_set\_gate(15, (u32int)isr15, 0x08, 0x8E); |
|  | idt\_set\_gate(16, (u32int)isr16, 0x08, 0x8E); |
|  | idt\_set\_gate(17, (u32int)isr17, 0x08, 0x8E); |
|  | idt\_set\_gate(18, (u32int)isr18, 0x08, 0x8E); |
|  | idt\_set\_gate(19, (u32int)isr19, 0x08, 0x8E); |
|  | idt\_set\_gate(20, (u32int)isr20, 0x08, 0x8E); |
|  | idt\_set\_gate(21, (u32int)isr21, 0x08, 0x8E); |
|  | idt\_set\_gate(22, (u32int)isr22, 0x08, 0x8E); |
|  | idt\_set\_gate(23, (u32int)isr23, 0x08, 0x8E); |
|  | idt\_set\_gate(24, (u32int)isr24, 0x08, 0x8E); |
|  | idt\_set\_gate(25, (u32int)isr25, 0x08, 0x8E); |
|  | idt\_set\_gate(26, (u32int)isr26, 0x08, 0x8E); |
|  | idt\_set\_gate(27, (u32int)isr27, 0x08, 0x8E); |
|  | idt\_set\_gate(28, (u32int)isr28, 0x08, 0x8E); |
|  | idt\_set\_gate(29, (u32int)isr29, 0x08, 0x8E); |
|  | idt\_set\_gate(30, (u32int)isr30, 0x08, 0x8E); |
|  | idt\_set\_gate(31, (u32int)isr31, 0x08, 0x8E); |
|  | idt\_set\_gate(32, (u32int)irq0, 0x08, 0x8E); |
|  | idt\_set\_gate(33, (u32int)irq1, 0x08, 0x8E); |
|  | idt\_set\_gate(34, (u32int)irq2, 0x08, 0x8E); |
|  | idt\_set\_gate(35, (u32int)irq3, 0x08, 0x8E); |
|  | idt\_set\_gate(36, (u32int)irq4, 0x08, 0x8E); |
|  | idt\_set\_gate(37, (u32int)irq5, 0x08, 0x8E); |
|  | idt\_set\_gate(38, (u32int)irq6, 0x08, 0x8E); |
|  | idt\_set\_gate(39, (u32int)irq7, 0x08, 0x8E); |
|  | idt\_set\_gate(40, (u32int)irq8, 0x08, 0x8E); |
|  | idt\_set\_gate(41, (u32int)irq9, 0x08, 0x8E); |
|  | idt\_set\_gate(42, (u32int)irq10, 0x08, 0x8E); |
|  | idt\_set\_gate(43, (u32int)irq11, 0x08, 0x8E); |
|  | idt\_set\_gate(44, (u32int)irq12, 0x08, 0x8E); |
|  | idt\_set\_gate(45, (u32int)irq13, 0x08, 0x8E); |
|  | idt\_set\_gate(46, (u32int)irq14, 0x08, 0x8E); |
|  | idt\_set\_gate(47, (u32int)irq15, 0x08, 0x8E); |
|  |  |
|  | idt\_flush((u32int)&idt\_ptr); |
|  | } |
|  |  |
|  | static void idt\_set\_gate(u8int num, u32int base, u16int sel, u8int flags) |
|  | { |
|  | idt\_entries[num].base\_lo = base & 0xFFFF; |
|  | idt\_entries[num].base\_hi = (base >> 16) & 0xFFFF; |
|  |  |
|  | idt\_entries[num].sel = sel; |
|  | idt\_entries[num].always0 = 0; |
|  | // We must uncomment the OR below when we get to using user-mode. |
|  | // It sets the interrupt gate's privilege level to 3. |
|  | idt\_entries[num].flags = flags /\* | 0x60 \*/; |
|  | } |

Мы также намерены добавить в gdt.s следующий код:

[GLOBAL idt\_flush] ; Allows the C code to call idt\_flush().

idt\_flush:

mov eax, [esp+4] ; Берет указатель на IDT, передаваемый в качестве параметра.

lidt [eax] ; Загружает указатель IDT.

Ret

#### 4.4.3. Файл interrupt.s

Когда процессор получает прерывание, он сохраняет в стеке содержимое важных регистров (указателя команд, указателя стека, сегментов кода и данных, регистра флагов). Затем он по таблице IDT находит место, где расположен обработчик прерываний, и передает ему управление.

Мы избежим большого количества повторяющегося кода, если напишем много обработчиков, которые просто помещают в стек код прерывания (жестко прописано в ассемблере) и вызывают общую функцию обработчика.

Некоторые прерывания также помещают в стек код ошибки. Мы не можем вызвать общие функцию до тех пор, пока не обеспечим единообразное состояние стека, поэтому для тех прерываний, которые не помещают в стек код ошибки, мы записываем в стек еще одно фиктивное значение с тем, чтобы состояние стека было одинаковое.

[GLOBAL isr0]

isr0:

cli ; Сброс прерываний

push byte 0 ; Помещаем в стек фиктивный код ошибки (в случае, если ISR0 не помещает в стек свой собственный код ошибки)

push byte 0 ; Помещаем в стек номер прерывания (0)

jmp isr\_common\_stub ; Переходим к общей части обработчика.

Это пример работающей подпрограммы, но сделать ее 32 версии - для этого потребуется написать много кода. Впрочем, мы можем использовать макросредство NASM с тем, чтобы уменьшить количество работы:

%macro ISR\_NOERRCODE 1 ; define a macro, taking one parameter

[GLOBAL isr%1] ; %1 доступ к первому параметру.

isr%1:

cli

push byte 0

push byte %1

jmp isr\_common\_stub

%endmacro

%macro ISR\_ERRCODE 1

[GLOBAL isr%1]

isr%1:

cli

push byte %1

jmp isr\_common\_stub

%endmacro

Теперь мы можем просто написать вызовы макрофункции

ISR\_NOERRCODE 0

ISR\_NOERRCODE 1

...

Просмотр руководства Intel укажет вам, что только в прерываниях 8, 10-14 код ошибки помещается в стек. Остальные требуют использовать фиктивные коды ошибок.

1. создать на ассемблере общую функцию обработки.

2. создать высокоуровневую функцию обработки на языке C.

; В файле isr.c

[EXTERN isr\_handler]

; общая часть ISR сохраняет состояние процессора, настраивает

; сегменты на использование в режиме ядра, вызывает обработчик отказов, написанный на C

; и, наконец, восстанавливает состояние стека.

isr\_common\_stub:

push ; Помещает в стек содержимое регистров edi,esi,ebp,esp,ebx,edx,ecx,eax

mov ax, ds ; Младшие 16 битов регистра eax = ds.

push eax ; Сохранение дескриптора сегмента данных

mov ax, 0x10 ; Загрузка сегмента данных ядра

mov ds, ax

mov es, ax

mov fs, ax

mov gs, ax

call isr\_handler

pop eax ; Перезагрузка оригинального дескриптора сегмента данных

mov ds, ax

mov es, ax

mov fs, ax

mov gs, ax

popa ; Выталкиваем из стека значения edi,esi,ebp...

add esp, 8 ; Очищаем из стека код ошибки, помещаем в стек номер ISR

sti

iret ; Выталкиваем из стека следующие пять значений: CS, EIP, EFLAGS, SS и ESP

Этот фрагмент кода является нашим общим обработчиком прерывания. В нем, во-первых, используется команда 'pusha', которая помещает в стек всех регистры общего назначения. В нем в конце для восстановления регистров используется команда 'popa'. В нем также берется и помещается в стек переключатель текущего сегмента данных, все регистры сегмента устанавливаются в режим ядра, а после всего они восстанавливаются. В данный момент от этого действия проку не будет, он появится, когда мы переключимся в пользовательский режим. Обратите также внимание, что вызывается обработчик прерывания высокого уровня - *isr\_handler*.

Когда возникает прерывание, процессор автоматически помещает информацию о своем состоянии в стек. В стек помещаются сегмент кода, указатель команд, регистр флагов, сегмент стека и указатель стека. Инструкция IRET специально предназначена для выхода из прерывания. Она выталкивает из стека эти значения и возвращает процессор в первоначальное состояние.

#### 4.4.4. Файл isr.c

|  |
| --- |
| // isr.c -- High level interrupt service routines and interrupt request handlers. |
|  | // Part of this code is modified from Bran's kernel development tutorials. |
|  | // Rewritten for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "common.h" |
|  | #include "isr.h" |
|  | #include "monitor.h" |
|  |  |
|  | isr\_t interrupt\_handlers[256]; |
|  |  |
|  | void register\_interrupt\_handler(u8int n, isr\_t handler) |
|  | { |
|  | interrupt\_handlers[n] = handler; |
|  | } |
|  |  |
|  | // This gets called from our ASM interrupt handler stub. |
|  | void isr\_handler(registers\_t regs) |
|  | { |
|  | monitor\_write("recieved interrupt: "); |
|  | monitor\_write\_dec(regs.int\_no); |
|  | monitor\_put('\n'); |
|  |  |
|  | if (interrupt\_handlers[regs.int\_no] != 0) |
|  | { |
|  | isr\_t handler = interrupt\_handlers[regs.int\_no]; |
|  | handler(regs); |
|  | } |
|  | } |
|  |  |
|  | // This gets called from our ASM interrupt handler stub. |
|  | void irq\_handler(registers\_t regs) |
|  | { |
|  | // Send an EOI (end of interrupt) signal to the PICs. |
|  | // If this interrupt involved the slave. |
|  | if (regs.int\_no >= 40) |
|  | { |
|  | // Send reset signal to slave. |
|  | outb(0xA0, 0x20); |
|  | } |
|  | // Send reset signal to master. (As well as slave, if necessary). |
|  | outb(0x20, 0x20); |
|  |  |
|  | if (interrupt\_handlers[regs.int\_no] != 0) |
|  | { |
|  | isr\_t handler = interrupt\_handlers[regs.int\_no]; |
|  | handler(regs); |
|  | } |
|  |  |
|  | } |

Обработчик прерывания выдает на экран сообщение, указывая номер обрабатываемого прерывания. Здесь используется структура registers\_t, куда мы помещаем содержимое регистров и которая была определена в isr.h:

#### 4.4.5. Файл isr.h

|  |
| --- |
| // isr.h -- Interface and structures for high level interrupt service routines. |
|  | // Part of this code is modified from Bran's kernel development tutorials. |
|  | // Rewritten for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "common.h" |
|  | #include "panic.h" |
|  |  |
|  | // A few defines to make life a little easier |
|  | #define IRQ0 32 |
|  | #define IRQ1 33 |
|  | #define IRQ2 34 |
|  | #define IRQ3 35 |
|  | #define IRQ4 36 |
|  | #define IRQ5 37 |
|  | #define IRQ6 38 |
|  | #define IRQ7 39 |
|  | #define IRQ8 40 |
|  | #define IRQ9 41 |
|  | #define IRQ10 42 |
|  | #define IRQ11 43 |
|  | #define IRQ12 44 |
|  | #define IRQ13 45 |
|  | #define IRQ14 46 |
|  | #define IRQ15 47 |
|  |  |
|  | typedef struct registers |
|  | { |
|  | u32int ds; // Data segment selector |
|  | u32int edi, esi, ebp, esp, ebx, edx, ecx, eax; // Pushed by pusha. |
|  | u32int int\_no, err\_code; // Interrupt number and error code (if applicable) |
|  | u32int eip, cs, eflags, useresp, ss; // Pushed by the processor automatically. |
|  | } registers\_t; |
|  |  |
|  | // Enables registration of callbacks for interrupts or IRQs. |
|  | // For IRQs, to ease confusion, use the #defines above as the |
|  | // first parameter. |
|  | typedef void (\*isr\_t)(registers\_t); |
|  | void register\_interrupt\_handler(u8int n, isr\_t handler); |

#### 4.4.6. Проверка и вывод результата

Добавим следующий код к вашей функции main():

asm volatile ("int $0x3");

asm volatile ("int $0x4");

В результат будет вызвано два программных прерываний: 3 и 4.

## 5. Запросы на прерывания IRQ и таймер PIT

### 5.1. Запросы прерываний (теория)

Есть несколько способов связи с внешними устройствами. Двумя из наиболее часто используемых и популярных являются опрос устройств и использование прерываний.

###### Опрос устройств: выполняется в цикле, случай от случая и проверяя, готово ли устройство.

Использование прерываний: используется много устройств. Когда конкретное устройство будет готово, оно вызовет прерывание процессора, в результате чего будет запущен обработчик прерывания.

Опрос устройств используется во многих случаях - в некоторых процессорах нет механизма работы с прерываниями, либо у вас может быть много устройств, либо, возможно, вам просто не нужно проверять слишком часто, что это не стоит делать с помощью прерываний. По любому, использование прерываний очень полезный способ взаимодействия аппаратного обеспечения. Прерывания используются клавиатурой при нажатии клавиш, а также программируемым интервальным таймером (PIT).

![http://rus-linux.net/MyLDP/kernel/toyos/pics.png](data:image/png;base64,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)

Низкоуровневые концепции, лежащие за понятием внешних прерываний, не очень сложны. Во всех устройствах, которые способны вызывать прерывания, есть цепь, соединяющая их с устройством PIC (программируемый контроллер прерываний). PIC является единственным устройством, которое напрямую связано с выводом процессора, на который поступает прерывание. PIC может расставлять приоритеты между устройствами, посылающими прерывания. Во всех современных компьютерах у вас есть 2 устройства PIC, основное и подчиненное, позволяющие обслуживать в общей сложности 15 устройств, использующих прерывания (одна линия используется для связи с подчиненным устройством PIC).

Вы можете изменить номер прерывания, которое поступает по каждой линии IRQ. Это называется переназначением PIC и является чрезвычайно полезным свойством.

#### 5.2. Запросы прерываний (практика)

Взаимодействие устройств PIC осуществляется через шину ввода/вывода. В каждом устройстве есть порт команд и порт данных:

* Главное устройство: команда - 0x20, данные - 0x21
* Подчиненное устройство: команда - 0xA0, данные - 0xA1

static void init\_idt()

{

...

// Remap the irq table.

outb(0x20, 0x11);

outb(0xA0, 0x11);

outb(0x21, 0x20);

outb(0xA1, 0x28);

outb(0x21, 0x04);

outb(0xA1, 0x02);

outb(0x21, 0x01);

outb(0xA1, 0x01);

outb(0x21, 0x0);

outb(0xA1, 0x0);

...

idt\_set\_gate(32, (u32int)irq0, 0x08, 0x8E);

...

idt\_set\_gate(47, (u32int)irq15, 0x08, 0x8E);

}

Заметьте, что сейчас мы также задали в шлюзе IDT номера 32-47 для нашего обработчика IRQ. Поэтому мы также должны добавить в файл interrupt.s фрагменты кода для каждого прерывания. Также нам нужен новый макрос в interrupt.s - во фрагментах кода для каждого прерывания указываются два числа связанные с этим прерыванием - это номер IRQ (0-15) и номер прерывания (32-47):

; Этот макрос создает кусок кода для IRQ - первым параметром

; является номер IRQ, вторым - номер ISR, на который осуществляется переназначение.

%macro IRQ 2

global irq%1

irq%1:

cli

push byte 0

push byte %2

jmp irq\_common\_stub

%endmacro

...

IRQ 0, 32

IRQ 1, 33

...

IRQ 15, 47

У нас также есть новый общий код - irq\_common\_stub. Это связано с тем, что прерывания будут вести себя немного по-другому - прежде чем вернуться из обработчика IRQ, вы должны сообщить устройству PIC о том, что обработка закончена, для того чтобы можно было быстро перейти к следующему прерыванию (если оно находится в состоянии ожидания). Эта операция известна как о как EOI (end of interrupt - завершение прерывания). Однако, есть небольшая сложность. Если главное устройство PIC посылает прерывание IRQ (номер 0-7), мы должны (что очевидно) отправить EOI в главное устройство. Если подчиненное устройство PIC посылает IRQ (8-15), мы должны отправить EOI как в главное, так и в подчиненное устройства.

Первый наш фрагмент общего кода на ассемблере. Он почти идентичен isr\_common\_stub.

; В файле isr.c

[EXTERN irq\_handler]

; Это наш общий фрагмент для обработки IRQ. Он сохраняет состояние процессора, настраивает

; сегменты режима ядра, вызывает обработчик прерываний уровня языка C и, в конце концов,

; восстанавливает состояние стека.

irq\_common\_stub:

pusha ; Помещает в стек edi,esi,ebp,esp,ebx,edx,ecx,eax

mov ax, ds ; Младшие 16 битов регистра eax = ds.

push eax ; сохраняет дескриптор сегмента данных

mov ax, 0x10 ; Загрузка дескриптора сегмента данных ядра

mov ds, ax

mov es, ax

mov fs, ax

mov gs, ax

call irq\_handler

pop ebx ; Перезагрузка исходного дескриптора сегмента данных

mov ds, bx

mov es, bx

mov fs, bx

mov gs, bx

popa ; Выталкивает из стека значения edi,esi,ebp...

add esp, 8 ; Очищает код ошибки, помещенный в стек, и помещает в стек номер ISR

sti

iret ; выталкивает из стека следующие пять значений: CS, EIP, EFLAGS, SS и ESP

Теперь код на языке C (переходим в файл isr.c):

// Этот фрагмент вызывается из кода обработчика прерывания, написанного на ассемблере.

void irq\_handler(registers\_t regs)

{

// Посылает сигнал EOI (завершение прерывания) в устройства PIC.

// Если к возникновению прерывания причастно подчиненное устройство.

if (regs.int\_no >= 40)

{

// Send reset signal to slave.

outb(0xA0, 0x20);

}

// Посылает сигнал перезагрузки в главное устройство (а также в подчиненное устройство, если это необходимо).

outb(0x20, 0x20);

if (interrupt\_handlers[regs.int\_no] != 0)

{

isr\_t handler = interrupt\_handlers[regs.int\_no];

handler(regs);

}

}

Здесь все довольно очевидно - если IRQ было больше 7 (номер прерывания > 40), мы посылаем сигнал перезагрузки в подчиненное устройство. В любом случае мы посылаем также сигнал в главное устройство.

#### 5.2.1. Файл isr.h

// Несколько определений, которые сделаю жизнь немного проще

#define IRQ0 32

...

#define IRQ15 47

// Разрешает регистрировать обратные вызовы (callbacks) для прерываний или IRQ.

// Чтобы избежать неразберихи используйте для IRQ в качестве первого параметра

// определения #define, укаазанные выше.

typedef void (\*isr\_t)(registers\_t);

void register\_interrupt\_handler(u8int n, isr\_t handler);

#### 5.2.2. Файл isr.c

isr\_t interrupt\_handlers[256];

void register\_interrupt\_handler(u8int n, isr\_t handler)

{

interrupt\_handlers[n] = handler;

}

Теперь мы можем обрабатывать запросы прерываний от внешних устройств, а также перенаправлять их специальным обработчикам.

#### 5.3. Таймер PIT

Программируемый интервальный таймер - микросхема, подключенная к IRQ0. Он может прервать работу процессора с частотой, определяемой пользователем (между 18,2 Hz и 11931 МГц). PIT является основным способом, используемым для реализации системных часов и единственным доступным методом реализации многозадачности.

В PIT есть внутренний генератор частоты. Этот тактовый сигнал подается через делитель частоты для получения в результате модуляции окончательной выходной частоты. В таймере есть 3 канала, каждый со своим собственным делителем частоты.

Канал 0 является единственным полезным.

Настроим PIT так, чтобы он прерывал через регулярные промежутки времени с частотой f. Для того, чтобы установить частоту f, посылаем в PIT делитель 'divisor' число, на которое нужно разделить его основную частоту (19131 MHz). Он определяется следующим образом:

divisor = 1193180 Hz / частота (в Hz)

В PIT есть 4 регистра в пространстве ввода/вывода. 0x40-0x42 являются портами данных для каналов 0-2 соответственно, а 0x43 является портом команды.

#### 5.4. Таймер PIT

В файле Timer.h находятся только объявления:

|  |
| --- |
| // timer.h -- Defines the interface for all PIT-related functions. |
|  | // Written for JamesM's kernel development tutorials. |
|  |  |
|  | #ifndef TIMER\_H |
|  | #define TIMER\_H |
|  |  |
|  | #include "common.h" |
|  | #include "panic.h" |
|  |  |
|  | void init\_timer(u32int frequency); |
|  |  |
|  | #endif |

файл timer.c:

|  |
| --- |
| // timer.c -- Initialises the PIT, and handles clock updates. |
|  | // Written for JamesM's kernel development tutorials. |
|  |  |
|  | #include "timer.h" |
|  | #include "isr.h" |
|  | #include "monitor.h" |
|  |  |
|  | u32int tick = 0; |
|  |  |
|  | static void timer\_callback(registers\_t regs) |
|  | { |
|  | tick++; |
|  | monitor\_write("Tick: "); |
|  | monitor\_write\_dec(tick); |
|  | monitor\_write("\n"); |
|  | } |
|  |  |
|  | void init\_timer(u32int frequency) |
|  | { |
|  | // Firstly, register our timer callback. |
|  | register\_interrupt\_handler(IRQ0, &timer\_callback); |
|  |  |
|  | // The value we send to the PIT is the value to divide it's input clock |
|  | // (1193180 Hz) by, to get our required frequency. Important to note is |
|  | // that the divisor must be small enough to fit into 16-bits. |
|  | u32int divisor = 1193180 / frequency; |
|  |  |
|  | // Send the command byte. |
|  | outb(0x43, 0x36); |
|  |  |
|  | // Divisor has to be sent byte-wise, so split here into upper/lower bytes. |
|  | u8int l = (u8int)(divisor & 0xFF); |
|  | u8int h = (u8int)( (divisor>>8) & 0xFF ); |
|  |  |
|  | // Send the frequency divisor. |
|  | outb(0x40, l); |
|  | outb(0x40, h); |
|  | } |

init\_timer сообщает механизму прерывания что обрабатываем IRQ0 с помощью функции timer\_callback. Вызывается всякий раз, когда от таймера будет поступать прерывание. Рассчитываем делитель, который будет отправлен в PIT. Посылаем байт команды в командный порт PIT. Байт (0x36) устанавливает PIT в режим повторителя (когда значение счетчика достигнет нуля, он автоматически будет обновлен) и сообщаем ему, что мы хотим установить значение делителя.

Затем мы отправляем значение делителя. Обратите внимание, что он должен отсылаться ​​в виде двух отдельных байтов, а не как одно 16-битное значение.

Добавить в файл main.c следующую строчку:

init\_timer(50); // Initialise timer to 50Hz

В результату увидим на экране тики таймера.

## 6. Страничная организация памяти

#### 6.1. Виртуальная память

То, что программа «видит», когда читает из памяти и пишет в память, является виртуальным адресным пространством. Часть виртуального адресного пространства отображается в физическую память, а часть - не отображается. Если вы пытаетесь получить доступ к неотображаемой части, то процессор выдаст сигнал о некорректном обращении к памяти page fault, операционная система ловит его, и в POSIX-системе выдает сигнал SIGSEGV, за которым непосредственно следует сигнал SIGKILL.

Эта абстракция является чрезвычайно полезной. Это означает, что с помощью компиляторов можно создавать программы, которые будут, когда запускаются, размещать код в конкретном месте в памяти. При использовании виртуальной памяти процесс считает, что он, например, находится по адресу 0x080482a0, но на самом деле это может быть место в физической памяти с адресом 0x1000000. В результате процессы не могут случайно (или намеренно) испортить данные других процессов.

В архитектуре x86 есть возможность эмулировать программно виртуальную память. Этот модуль называется MMU (Memory Management Unit- Устройство управление памятью) и он обрабатывает все операции по отображению памяти, связанные с сегментацией и страничной организацией памяти, образуя слой между процессором и памятью.

### 6.2. Страничная организация памяти как конкретная реализация виртуальной памяти

Виртуальная память использует принцип абстракции. Как таковой, он требует конкретизации с помощью некоторых систем и алгоритмов. Страничная организация памяти является новой, лучшей альтернативой для архитектуры x86.

Страничная организация представляет собой разделение виртуального адресного пространства.

#### 6.2.1. Запись, описывающая страницу
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В каждом процессе обычно имеются различные наборы отображения страниц, так что пространства виртуальной памяти не зависят друг от друга. В архитектуре x86 (32-разрядной) размеры страниц зафиксированы в 4 Кб по размеру. У каждой страницы есть соответствующее слово дескриптора, которое сообщает процессору, какому кадру страница сопоставляется. Страницы и кадры должны быть выровнены по границе в 4Кб (4KB будет 0x1000 байтов), при этом младшие 12 битов 32-разрядного слова всегда равны нулю. Это используется архитектурой для хранения в них информации о странице, например, присутствует ли она в памяти в режиме ядра или в пользовательском режиме и т.д. Формат этого слова изображен на рисунке.

**P** - Установлено, если страница находится в памяти.

**R/W** - Если установлено, то на страницу можно выполнять запись. Если не установлено, то страница доступна только для чтения. Это поле не используется, когда код работает в режиме ядра (если не установлен флаг CR0).

**U/S** - Если установлено, то это пользовательский режим. В противном случае, это страница в режиме супервизора (ядра). Код пользовательского режима не может выполнять запись на страницы, находящиеся в режиме ядра, или читать из них.

**Reserved** - Для внутреннего использования процессором и это поле не следует менять.

**A** - Установлено, если к странице был доступ (выполнялось обращение процессора).

**D** - Установлено, если на станице выполнялась запись (страница изменена).

**AVAIL** - Эти три бита не используются и доступны в режиме ядра.

**Page frame address** - старшие 20 битов адреса фрейма в физической памяти.

#### 6.2.2. Директории / таблицы страниц
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Чтобы создать таблицу, отображающую каждую страницу размером 4KB одним 32-битный дескриптором, для 4 ГБ адресного пространства потребуется 4 Мбайт оперативной памяти.

4 Мб могут показаться большими накладными расходами, и надо быть справедливым, так оно и есть. Если вы работаете на компьютере, у которого 16 МБ оперативной памяти, вы сразу потеряли четверть доступной памяти.

В Intel придумали что-то похожее - они используют 2-х уровневую систему. Процессор получает информацию из директория страниц, большой таблицы размером в 4KB, каждая запись которой указывает на таблицу страниц. Таблица страниц опять же имеет размер в 4KB и каждая запись является записью таблицы страниц, приведенной выше.

Таким образом, все адресное пространство в 4 ГБ перекрыто таким образом, что если в таблице страниц нет записей, то ее можно очистить и в директории страниц можно сбросить флаг ее присутствия.

#### 6.2.3. Подключение страничной организации памяти

1. Скопировать место вашего директория страниц в регистр CR3. Это должен быть, конечно, физический адрес.
2. Установить бит PG в регистре CR0. Это можно с помощью операции OR и операнда 0x80000000.

#### 6.3. Некорректное обращение к памяти - page fault

Когда процесс делает что-то, что не нравится блоку управления памятью, выдается прерывание некорректного обращения к памяти - page fault. К этому могут привести следующие ситуации:

* Чтение или запись в область памяти, которая не отображена в физическую память (флаг записи страницы / 'присутствия' таблиц не установлен)
* Процесс находится в пользовательском режиме и пытается записать в страницу, доступную только для чтения страницы.
* Процесс находится в пользовательском режиме и пытается получить доступ к странице, доступной только в режиме ядра.
* Запись страницы, находящаяся в таблице, повреждена - были перезаписаны зарезервированные биты.

Прерывание некорректного обращения к памяти имеет номер 14, мы видим, что вырабатывается код ошибки. Эта ошибка дает нам довольно много информации о том, что произошло.

**Бит 0** - Если установлен, то проблема возникла не из-за того, что страница не присутствовала в физической памяти. Если не установлен, то страница не присутствует в физической памяти.

**Бит 1** - Если установлен, то это значит, что операция, из-за которой возникла проблема, была операцией записи, в противном случае это была операция чтения.

**Бит 2** - Если установлен, то прерывание произошло, когда процессор работал в пользовательском режиме. В противном случае он работал в режиме ядра.

**Бит 3** - Если установлен, то это означает, что проблема была вызвана тем, что были перезаписаны зарезервированные биты.

**Бит 4** -Если установлен, то это значит, что проблема возникла в момент выборки команд.

#### 6.4. Применяем все на практике

#### 6.4.1. Простое управление памятью с помощью команды выделения памяти malloc

Когда ядро уже достаточно загружено, у нас будет активная и функционирующая память типа heap (куча). Однако, для работы с памятью типа куча, как правило, требуется наличие виртуальной памяти. Поэтому прежде, чем можно будет пользоваться памятью типа куча, нужно иметь простую альтернативу для выделения памяти.

Поскольку нам нужно выделять память при загрузке ядра довольно рано, можно предположить, что ничего, кроме команд kmalloc() и kfree() нам не потребуется. Это существенно все упрощает. У нас может быть просто указатель (адрес размещения) для некоторой свободной памяти, который мы передаем обратно в requestee, а затем увеличиваем. Таким образом:

u32int kmalloc(u32int sz)

{

u32int tmp = placement\_address;

placement\_address += sz;

return tmp;

}

Этого, на самом деле, будет достаточно. Тем не менее, у нас есть еще одно требование. Когда мы размещаем таблицы и директории страниц, они должны быть выровнены по границам страниц. Так что мы можем собрать следующее:

u32int kmalloc(u32int sz, int align)

{

if (align == 1 && (placement\_address & 0xFFFFF000)) // Если адрес еще не выровнен по границе страниц

{

// Align it.

placement\_address &= 0xFFFFF000;

placement\_address += 0x1000;

}

u32int tmp = placement\_address;

placement\_address += sz;

return tmp;

}

Теперь, к сожалению, у нас есть еще одно требование. Оно возникает, когда мы клонируем директорий страниц (когда выполняем операцию fork()). В этот момент уже будет работать страничная организация памяти и kmalloc вернет виртуальный адрес. Но, нам также потребуется получить физический адрес выделенной памяти.

u32int kmalloc(u32int sz, int align, u32int \*phys)

{

if (align == 1 && (placement\_address & 0xFFFFF000)) // Если адрес еще не выровнен по границе страниц

{

// Align it.

placement\_address &= 0xFFFFF000;

placement\_address += 0x1000;

}

if (phys)

{

\*phys = placement\_address;

}

u32int tmp = placement\_address;

placement\_address += sz;

return tmp;

}

Несколько функций-обверток:

u32int kmalloc\_a(u32int sz); // выделяет страницу.

u32int kmalloc\_p(u32int sz, u32int \*phys); // возвращает физический адрес.

u32int kmalloc\_ap(u32int sz, u32int \*phys); // выделяет страницу и возвращает физический адрес.

u32int kmalloc(u32int sz); // Обычная функция.

Я просто чувствую, этот интерфейс лучше, чем просто указывать 3 параметра при каждом выделении памяти из кучи в ядре! Эти определения должны быть в файлах kheap.h/kheap.c.

#### 6.4.2. Необходимые определения

В файле paging.h должны находиться определения некоторых структур, которые сделают нашу жизнь проще.

#ifndef PAGING\_H

#define PAGING\_H

#include "common.h"

#include "isr.h"

typedef struct page

{

u32int present : 1; // Страница присутствует в памяти

u32int rw : 1; // Если сброшен, то страница только для чтения, если установлен, то страница для чтения и записи

u32int user : 1; // Если сброшен, то уровень супервизора

u32int accessed : 1; // Было ли обращение к странице после последнего ее обновления?

u32int dirty : 1; // Выполнялась ли запись на страницу после последнего ее обновления?

u32int unused : 7; // Все неиспользуемые и зарезервированные биты

u32int frame : 20; // Адрес фрейма (сдвинут вправо на 12 бит)

} page\_t;

typedef struct page\_table

{

page\_t pages[1024];

} page\_table\_t;

typedef struct page\_directory

{

/\*\*

Массив указателей на таблицы страниц.

\*\*/

page\_table\_t \*tables[1024];

/\*\*

Массив указателей на таблицы страниц, о которых говорилось выше, но указатели указывают \*физическое\*

местоположение, используемое при загрузке в регистр CR3.

\*\*/

u32int tablesPhysical[1024];

/\*\*

Физический адрес tablesPhysical. Его потребуется использовать в случае,

когда мы получаем в ядре память типа куча, а директорий может находиться

в любом месте виртуальной памяти.

\*\*/

u32int physicalAddr;

} page\_directory\_t;

/\*\*

Настройка среды окружения, директориев страниц и т.д. и

включение страничной организации памяти.

\*\*/

void initialise\_paging();

/\*\*

Загружает указанны директорий страниц в регистр CR3.

\*\*/

void switch\_page\_directory(page\_directory\_t \*new);

/\*\*

Поиск указателя на необходимую страницу.

Если make == 1 в таблице страниц, в которой эта страница должна располагаться,

то страница не создана - создайте страницу!

\*\*/

page\_t \*get\_page(u32int address, int make, page\_directory\_t \*dir);

/\*\*

Обаботчик некорректного обращения к страницам.

\*\*/

void page\_fault(registers\_t regs);

Элемент physicalAddr только для того случая, когда клонируем директории страниц. В этот момент новый директорий будет иметь адрес в виртуальной памяти, который не совпадает с адресом физической памяти. Нам понадобится физический адрес для того, чтобы сообщить его процессору в случае, если мы когда-либо захотим переключать директории.

Элемент tablesPhysical аналогичен. Он решает следующую проблему: Как получить доступ к таблицам страниц? При этом в директории страниц должны храниться физические адреса, а не виртуальные. А единственный способ, которым мы можем читать из памяти и записывать в память, является использование виртуальных адресов.

Решение заключается в том, для каждого директория страниц имеется 2 массива. В одном хранятся физические адреса его таблицы со страницами (для передачи их в процессор), а в другом хранятся виртуальные адреса. В результате у нас будет только 4KB дополнительных накладных расходов для каждого директория страниц.

#### 6.4.3. Размещение фреймов физической памяти

Если мы хотим отобразить страницу во фрейм, нам нужно каким-то образом найти свободный кадр. Конечно, мы могли бы просто поддерживать огромный массив из единиц и нулей, но это было бы крайне расточительно - нам не нужны 32-бит просто для того, чтобы хранить два значения. Поэтому если мы будем использовать набор битов bitset, то мы потратим памяти в 32 раза меньше!

В реализациях bitset есть только 3 функции - set (установить), test (проверить) и clear (сбросить).

// Набор bitset для фреймов.

u32int \*frames;

u32int nframes;

// Определено в kheap.c

extern u32int placement\_address;

// В алгоритмах для bitset используются макросы.

#define INDEX\_FROM\_BIT(a) (a/(8\*4))

#define OFFSET\_FROM\_BIT(a) (a%(8\*4))

// Статическая функция для установки бита в наборе bitset для фреймов

static void set\_frame(u32int frame\_addr)

{

u32int frame = frame\_addr/0x1000;

u32int idx = INDEX\_FROM\_BIT(frame);

u32int off = OFFSET\_FROM\_BIT(frame);

frames[idx] |= (0x1 << off);

}

// Статическая функция для сброса бита в наборе bitset для фреймов

static void clear\_frame(u32int frame\_addr)

{

u32int frame = frame\_addr/0x1000;

u32int idx = INDEX\_FROM\_BIT(frame);

u32int off = OFFSET\_FROM\_BIT(frame);

frames[idx] &= ~(0x1 << off);

}

// Статическая функция для проверки, установлен ли бит

static u32int test\_frame(u32int frame\_addr)

{

u32int frame = frame\_addr/0x1000;

u32int idx = INDEX\_FROM\_BIT(frame);

u32int off = OFFSET\_FROM\_BIT(frame);

return (frames[idx] & (0x1 << off));

}

// Статическая функция для поиска первого свободного фрейма

static u32int first\_frame()

{

u32int i, j;

for (i = 0; i < INDEX\_FROM\_BIT(nframes); i++)

{

if (frames[i] != 0xFFFFFFFF) // нечего не освобождаем, сразу выходим.

{

// по меньшей мере, здесь один свободный бит

for (j = 0; j < 32; j++)

{

u32int toTest = 0x1 << j;

if ( !(frames[i]&toTest) )

{

return i\*4\*8+j;

}

}

}

}

}

Затем мы переходим к функциям выделения и освобождения фреймов. Теперь, когда у нас есть эффективная реализация bitset, эти функции будут всего в несколько строк!

// Функция выделения фрейма.

void alloc\_frame(page\_t \*page, int is\_kernel, int is\_writeable)

{

if (page->frame != 0)

{

return; // Фрейм уже выделен, сразу возвращаемся.

}

else

{

u32int idx = first\_frame(); // idx теперь является индексом первого свободного фрейма.

if (idx == (u32int)-1)

{

// PANIC это всего лишь макрос, которые выдает на экран сообщение, а затем переходит в бесконечный цикл.

PANIC("No free frames!");

}

set\_frame(idx\*0x1000); // Этот фрейм теперь наш!

page->present = 1; // Помечаем его как присутствующий.

page->rw = (is\_writeable)?1:0; // Можно ли для страницы выполнять запись?

page->user = (is\_kernel)?0:1; // Находится ли страница в пользовательском режиме?

page->frame = idx;

}

}

// Function to deallocate a frame.

void free\_frame(page\_t \*page)

{

u32int frame;

if (!(frame=page->frame))

{

return; // Указанной страницы теперь фактически нет в выделенном фрейме!

}

else

{

clear\_frame(frame); // фрейм теперь снова свободен.

page->frame = 0x0; // Страницы теперь во фрейме нет.

}

}

Обратите внимание, что макрос PANIC просто вызывает глобальную функцию, которая называется panic, с аргументами \_\_FILE\_\_ и \_\_LINE\_\_. Функция panic печатает их и переходит в бесконечный цикл, останавливая все исполнение.

#### 6.4.4. Наконец-то код для страничной организации памяти

void initialise\_paging()

{

// Размер физической памяти. Сейчас мы предполагаем,

// что размер равен 16 MB.

u32int mem\_end\_page = 0x1000000;

nframes = mem\_end\_page / 0x1000;

frames = (u32int\*)kmalloc(INDEX\_FROM\_BIT(nframes));

memset(frames, 0, INDEX\_FROM\_BIT(nframes));

// Давайте создадим директорий страниц.

kernel\_directory = (page\_directory\_t\*)kmalloc\_a(sizeof(page\_directory\_t));

memset(kernel\_directory, 0, sizeof(page\_directory\_t));

current\_directory = kernel\_directory;

// Нам нужна карта идентичности (физический адрес = виртуальный адрес) с адреса

// 0x0 до конца используемой памяти с тем, чтобы у нас к ним был прозрачный

// доступ как если бы страничная организация памяти не использовалась.

// ЗАМЕТЬТЕ, что мы преднамеренно используем цикл while.

// Внутри тела цикла мы фактически изменяем адрес placement\_address

// с помощью вызова функции kmalloc(). Цикл while используется здесь, т.к. выход

// из цикла динамически, а не один раз после запуска цикла.

int i = 0;

while (i < placement\_address)

{

// Код ядра можно читать из пользовательского режима, но нельзя в него записывать.

alloc\_frame( get\_page(i, 1, kernel\_directory), 0, 0);

i += 0x1000;

}

// Прежде, чем включить страничное управление памятью, нужно зарегистрировать

// обработчик некорректного обращения к памяти - page fault.

register\_interrupt\_handler(14, page\_fault);

// Теперь включаем страничную организацию памяти!

switch\_page\_directory(kernel\_directory);

}

void switch\_page\_directory(page\_directory\_t \*dir)

{

current\_directory = dir;

asm volatile("mov %0, %%cr3":: "r"(&dir->tablesPhysical));

u32int cr0;

asm volatile("mov %%cr0, %0": "=r"(cr0));

cr0 |= 0x80000000; // Enable paging!

asm volatile("mov %0, %%cr0":: "r"(cr0));

}

page\_t \*get\_page(u32int address, int make, page\_directory\_t \*dir)

{

// Помещаем адрес в индекс.

address /= 0x1000;

// Находим таблицу страниц, в которой есть этот адрес.

u32int table\_idx = address / 1024;

if (dir->tables[table\_idx]) // Если эта таблица уже назначена

{

return &dir->tables[table\_idx]->pages[address%1024];

}

else if(make)

{

u32int tmp;

dir->tables[table\_idx] = (page\_table\_t\*)kmalloc\_ap(sizeof(page\_table\_t), &tmp);

memset(dir->tables[table\_idx], 0, 0x1000);

dir->tablesPhysical[table\_idx] = tmp | 0x7; // PRESENT, RW, US.

return &dir->tables[table\_idx]->pages[address%1024];

}

else

{

return 0;

}

}

Функция switch\_page\_directory переключает директорий страниц. Она берет директорий страниц и переключается на него. Она делает это при помощи перемещения в регистр CR3 адреса элемента номера tablesPhysical этого директория. Помните, что номер tablesPhysical указывает на массив физических адресов. После этого она сначала получает содержимое регистра CR0, затем выполняет операцию OR с битом PG (0x80000000), а затем перезаписывает значение регистра. В результате включается страничная организация памяти, а также осуществляется сброс кэша с директорием страниц.

Функция get\_page возвращает указатель запись страницы для конкретного адреса. В функцию также можно передать параметр make. Если make равен 1 и таблица страницы, в которой должна находиться запись о запрашиваемой странице, еще не была создана, то она создается. В противном случае, функция просто вернет 0. Если таблица уже назначена, функция найдет запись о странице и вернет ее. Если ее нет (и make == 1), то будет предпринята попытка создать ее.

Наша функция kmalloc\_ap ищет блок памяти, который выровнен по границе страницы, и запоминает место его физического расположения. Физическое расположение сохраняется в 'tablesPhysical' (после того, как несколько битов сообщат процессору, что страница присутствует, в нее можно делать запись и она доступна пользователю), а виртуальное месторасположение запоминается в 'tables'.

Функция initialise\_paging, во-первых, создаст bitset для фреймов и с помощью команды memset заполняет его нулями. Затем она для директория страниц выделяет пространство (которое выровнено по краю страницы). После этого, она размещает фреймы так, что доступ к любой странице будет отображаться во фрейм с соответствующим линейным адресом, называемым идентичным отображением. Это сделано для небольшой части адресного пространства, так что код ядра может работать, как обычно. Она регистрирует обработчик прерывания для неверного обращения к странице (смотрите ниже), а затем включает страничную организацию памяти.

#### 6.4.5. Обработчик неверного обращения к странице

void page\_fault(registers\_t regs)

{

// Возникло прерывания неверного обращения к странице - page fault.

// Адрес прерывания запоминается в регистре CR2.

u32int faulting\_address;

asm volatile("mov %%cr2, %0" : "=r" (faulting\_address));

// Код ошибки подробно сообщит нам о том, что случилось.

int present = !(regs.err\_code & 0x1); // Страница отсутствует

int rw = regs.err\_code & 0x2; // Операция записи?

int us = regs.err\_code & 0x4; // Процессор находится в пользовательском режиме?

int reserved = regs.err\_code & 0x8; // В записи страницы переписаны биты, зарезервированные для нужд процессора?

int id = regs.err\_code & 0x10; // Причина во время выборки инструкции?

// Выдача сообщения об ошибке.

monitor\_write("Page fault! ( ");

if (present) {monitor\_write("present ");}

if (rw) {monitor\_write("read-only ");}

if (us) {monitor\_write("user-mode ");}

if (reserved) {monitor\_write("reserved ");}

monitor\_write(") at 0x");

monitor\_write\_hex(faulting\_address);

monitor\_write("\n");

PANIC("Page fault");

}

Все, что этот обработчик делает, это выдает красивое сообщение об ошибке. Он получает из регистра CR2 адрес прерывания и анализирует код ошибки, который был помещен в стек процессором, с тем, чтобы из него выбрать некоторую информацию.

#### 6.4.6. Тестирование

main.c

int main(struct multiboot \*mboot\_ptr)

{

// Инициализирует все6 значения ISRs и сегментацию

init\_descriptor\_tables();

// Инициализирует экран (очищает его)

monitor\_clear();

initialise\_paging();

monitor\_write("Hello, paging world!\n");

u32int \*ptr = (u32int\*)0xA0000000;

u32int do\_page\_fault = \*ptr;

return 0;

}

При запуске становиться видно, что выполняется инициализация страничной организации, выдается строка сообщения, указывающего, что все настроено правильно и, при этом, не было никаких проблем, а затем принудительно осуществляется неверное обращение к странице с помощью чтения по адресу 0xA0000000.

## 7. Память типа куча

Существующая система выделения памяти (выделение с указанием адреса размещения данных) замечательная и, на самом деле, оптимальна как по времени, так и по распределяемому пространству. Проблема возникает, когда вы пытаетесь освободить часть памяти и затем хотите ее повторно использовать (это должно, в конце концов, потребоваться, в противном случае вам может не хватить памяти!). В механизме выделения нет никакого способа сделать это и, следовательно, он нежизнеспособен в большинстве ситуаций, связанных с выделением в ядре памяти.

В качестве дополнительного средства любая структура данных, для которой осуществляется выделение и освобождение памяти, может обращаться к памяти типа куча (или пул памяти). Стандарт на 'алгоритм работы с кучей', как таковой, не существует. В зависимости от требований, связанных с затрачиваемым временем, используемой памятью и эффективностью, используются различные алгоритмы. Наши требования следующие:

* (относительная) простота реализации
* возможность проверять правильность работы - отладка перезаписи памяти в ядре намного труднее, чем в обычных приложениях.

### 7.1. Определение структуры данных
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### 7.2. Описание алгоритма

#### 7.2.1. Выделение памяти

Большинство шагов представляет собой проверку ошибок и выделение памяти из такого фрагмента, чтобы минимизировать утечку памяти.

1. Поиск по таблице индексов с тем, чтобы найти наименьший фрагмент памяти, который будет соответствовать запрашиваемому размеру памяти. Поскольку таблица упорядочена, для поиска просто требуется итерация до тех пор, пока мы не найдем фрагмент, соответствующий нашему запросу.
   * Если фрагмент памяти достаточного размера не найден, то нужно:
     1. Увеличить кучу
     2. Если таблица индексов пуста (нет зарегистрированных фрагментов памяти), то добавить в таблицу новую запись.
     3. В противном случае изменить элемент, указывающий размер последнего заголовка блока и переписать запись, находящуюся в конце блока.
     4. Чтобы уменьшить количество инструкций управления, можно просто снова рекурсивно вызвать функцию выделения памяти, полагая, что на этот раз будет найден достаточно большой фрагмент памяти.
2. Определить, должен ли фрагмент памяти быть разделен на две части. Как правило, это делается в случае, когда нам нужно гораздо меньше места, чем есть во фрагменте памяти. Единственное, когда этого не потребуется, если после выделения блока свободного места останется меньше, чем нужно на заголовок и на запись в конце блока. В этом случае мы можем просто увеличить размер блока и потом повторить все снова.
3. Если блок должен быть выровнен по границе страницы, мы должны изменить начальный адрес блока так, что останется новый фрагмент памяти в неиспользованной области.
   * Если это не так, то просто удалить фрагмент из списка индексов.
4. Засать заголовок и завершающую запись новых блоков.
5. Если фрагмент был разделен на две части, выполнить это сейчас и запишите новый фрагмент в список индексов.
6. Вернуть поользователю адрес блока + SizeOf (header\_t).

#### 7.2.2. Освобождение памяти

Возвращение (освобождение) памяти немного сложнее. Как уже упоминалось ранее, эффективность алгоритма управления памятью действительно проверена. Проблемой является эффективное повторное использование памяти. Наивным решением было бы просто объявить этот блок фрагментом неиспользуемой памяти и вернуть его обратно в список индексов фрагментов.

int a = kmalloc(8); // Выделяются 8 байтов: возвращает 0xC0080000 в качестве аргумента

int b = kmalloc(8); // Выделяются еще 8 байтов: возвращается 0xC0080008.

kfree(a); // Освобождается a

kfree(b); // Освобождается b

int c = kmalloc(16);// Что вернет эта операция выделения памяти?

Здесь мы дважды выделили место по 8 байтов. Затем мы освободили эти оба выделенные фрагменты. При использовании наивного решения освобождение памяти завершится наличием в списке индексов двух фрагментов размером по 8 байтов. При следующем выделении памяти (16 байтов) ни один из этих фрагментов нам не подходит, поэтому при обращении к kmalloc () мы получим адрес 0xC0080010. Это не оптимально. По адресу 0xC0080000 есть 16 байтов свободного места, поэтому мы должны их выделить заново.

![http://rus-linux.net/MyLDP/kernel/toyos/unifying.png](data:image/png;base64,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)

Решение этой проблемы в большинстве случаев представляет собой вариацию простого алгоритма унификации - то есть, преобразование двух соседних фрагментов в один.

Это работает следующим образом: Когда происходит освобождение блока памяти, то делается попытка определить, что находится сразу слева перед заголовком блока (при условии, что адресация от 0 и до 4GB идет слева - направо). Если это завершающая запись другого блока, что можно обнаружить по значению магического числа, то по указателю переходим на заголовок этого блока и пытаемся определить, является ли он фрагментом свободного пространства или используемым блоком памяти. Если это фрагмент свободного пространства, то мы можем в его заголовке изменить атрибут размера так, чтобы он учитывал размер, как этого фрагмента, так и нашего освобождаемого блока памяти. После этого мы в заголовке этого фрагмента помещаем указатель на завершающую запись нашего блока. Таким образом, происходит объединение обоих фрагментов свободной памяти в один фрагмент (и в этом случае нет необходимости делать дорогостоящую операцию вставки значения в список индексов).

Это унификациея слева. Существует также унификация справа, которая должна также выполняться при освобождении памяти. В этом случае мы смотрим, что следует непосредственно после завершающей записи. Если мы обнаружим здесь заголовок, который опять же можно идентифицировать по магическому числу, мы проверяем, является ли это фрагментом неиспользуемой памяти. Затем мы можем использовать его размер с тем, чтобы найти его завершающую запись. Перепишем указатель в завершающей записи так, чтобы он указывал наш заголовок. Затем, все, что нужно сделать, это удалить старую запись о фрагменте из списка индексов кучи и добавить нашу собственную запись.

Обратите также внимание на того, как освобождается пространство памяти - если мы освобождаем последний блок в куче (после нет пустых фрагментов памяти или используемых блоков), то мы можем сократить размер кучи. Чтобы это не делать каждый раз, я в моей реализации определил минимальный размер кучи, меньше которого я размер кучи не уменьшаю.

###### 7.2.2.1. Псевдокод

1. Ищем заголовок, для этого мы берем данный указатель и определяем по нему значение sizeof(header\_t).
2. Проверяем корректность. Знаем, что магические номера, указываемые в заголовке и в завершающей записи блока, должны быть одинаковыми.
3. Устанавливаем в нашем заголовке флаг is\_hole, указывающий, что это пустой фрагмент, равным значению 1.
4. Если непосредственно за нашей завершающей записью следует неиспользуемый фрагмент:
   * Выполняем унификацию слева. В этом случае нам не нужно в конце алгоритма добавлять наш заголовок в список индексов неиспользуемых фрагментов (заголовок фрагмента, с которым выполняется унификация, уже находится в списке), так что устанавливаем флаг, который будет в алгоритме проверен позже.
5. Если непосредственно перед нашим заголовком идет неиспользуемый фрагмент:
   * Выполняем унификацию справа
6. Если завершающая запись нашего блока последняя в куче ( footer\_location+sizeof(footer\_t) == end\_address ):
   * Уменьшаем размер кучи.
7. В случае, если в пункте *Унификация слева* не установлен флаг, то добавляем наш заголовок в массив фрагментов неиспользуе6мой памяти.

#### 7.3. Реализация упорядоченного списка

#### 7.3.1. Файл ordered\_array.h

|  |
| --- |
| // ordered\_array.h -- Interface for creating, inserting and deleting |
|  | // from ordered arrays. |
|  | // Written for JamesM's kernel development tutorials. |
|  |  |
|  | #ifndef ORDERED\_ARRAY\_H |
|  | #define ORDERED\_ARRAY\_H |
|  |  |
|  | #include "common.h" |
|  |  |
|  | /\*\* |
|  | This array is insertion sorted - it always remains in a sorted state (between calls). |
|  | It can store anything that can be cast to a void\* -- so a u32int, or any pointer. |
|  | \*\*/ |
|  | typedef void\* type\_t; |
|  | /\*\* |
|  | A predicate should return nonzero if the first argument is less than the second. Else |
|  | it should return zero. |
|  | \*\*/ |
|  | typedef s8int (\*lessthan\_predicate\_t)(type\_t,type\_t); |
|  | typedef struct |
|  | { |
|  | type\_t \*array; |
|  | u32int size; |
|  | u32int max\_size; |
|  | lessthan\_predicate\_t less\_than; |
|  | } ordered\_array\_t; |
|  |  |
|  | /\*\* |
|  | A standard less than predicate. |
|  | \*\*/ |
|  | s8int standard\_lessthan\_predicate(type\_t a, type\_t b); |
|  |  |
|  | /\*\* |
|  | Create an ordered array. |
|  | \*\*/ |
|  | ordered\_array\_t create\_ordered\_array(u32int max\_size, lessthan\_predicate\_t less\_than); |
|  | ordered\_array\_t place\_ordered\_array(void \*addr, u32int max\_size, lessthan\_predicate\_t less\_than); |
|  |  |
|  | /\*\* |
|  | Destroy an ordered array. |
|  | \*\*/ |
|  | void destroy\_ordered\_array(ordered\_array\_t \*array); |
|  |  |
|  | /\*\* |
|  | Add an item into the array. |
|  | \*\*/ |
|  | void insert\_ordered\_array(type\_t item, ordered\_array\_t \*array); |
|  |  |
|  | /\*\* |
|  | Lookup the item at index i. |
|  | \*\*/ |
|  | type\_t lookup\_ordered\_array(u32int i, ordered\_array\_t \*array); |
|  |  |
|  | /\*\* |
|  | Deletes the item at location i from the array. |
|  | \*\*/ |
|  | void remove\_ordered\_array(u32int i, ordered\_array\_t \*array); |
|  |  |
|  | #endif // ORDERED\_ARRAY\_H |

В абстракции 'less than' (меньше, чем) у нас есть функция, определяемая пользователем. Мы будем использовать ее в реализации кучи для того, чтобы упорядочивать элементы по размеру, а не по адресам указателей. Также отметьте, что у нас есть два способа определения ordered\_array. Определение *create\_ordered\_array* будет для получения некоторого пространства памяти использовать функцию kmalloc (). Определение *place\_ordered\_array* будет использовать указанное место, откуда нужно выделить память. Когда мы хотим размещать нашу кучу в определенном месте, мы в коде реализации нашей кучи используем place\_ordered\_array.

#### 7.3.2. Файл ordered\_map.c

|  |
| --- |
| // ordered\_array.c -- Implementation for creating, inserting and deleting |
|  | // from ordered arrays. |
|  | // Written for JamesM's kernel development tutorials. |
|  |  |
|  | #include "ordered\_array.h" |
|  | #include "panic.h" |
|  |  |
|  | s8int standard\_lessthan\_predicate(type\_t a, type\_t b) |
|  | { |
|  | return (a<b)?1:0; |
|  | } |
|  |  |
|  | ordered\_array\_t create\_ordered\_array(u32int max\_size, lessthan\_predicate\_t less\_than) |
|  | { |
|  | ordered\_array\_t to\_ret; |
|  | to\_ret.array = (void\*)kmalloc(max\_size\*sizeof(type\_t)); |
|  | memset(to\_ret.array, 0, max\_size\*sizeof(type\_t)); |
|  | to\_ret.size = 0; |
|  | to\_ret.max\_size = max\_size; |
|  | to\_ret.less\_than = less\_than; |
|  | return to\_ret; |
|  | } |
|  |  |
|  | ordered\_array\_t place\_ordered\_array(void \*addr, u32int max\_size, lessthan\_predicate\_t less\_than) |
|  | { |
|  | ordered\_array\_t to\_ret; |
|  | to\_ret.array = (type\_t\*)addr; |
|  | memset(to\_ret.array, 0, max\_size\*sizeof(type\_t)); |
|  | to\_ret.size = 0; |
|  | to\_ret.max\_size = max\_size; |
|  | to\_ret.less\_than = less\_than; |
|  | return to\_ret; |
|  | } |
|  |  |
|  | void destroy\_ordered\_array(ordered\_array\_t \*array) |
|  | { |
|  | // kfree(array->array); |
|  | } |
|  |  |
|  | void insert\_ordered\_array(type\_t item, ordered\_array\_t \*array) |
|  | { |
|  | ASSERT(array->less\_than); |
|  | u32int iterator = 0; |
|  | while (iterator < array->size && array->less\_than(array->array[iterator], item)) |
|  | iterator++; |
|  | if (iterator == array->size) // just add at the end of the array. |
|  | array->array[array->size++] = item; |
|  | else |
|  | { |
|  | type\_t tmp = array->array[iterator]; |
|  | array->array[iterator] = item; |
|  | while (iterator < array->size) |
|  | { |
|  | iterator++; |
|  | type\_t tmp2 = array->array[iterator]; |
|  | array->array[iterator] = tmp; |
|  | tmp = tmp2; |
|  | } |
|  | array->size++; |
|  | } |
|  | } |
|  |  |
|  | type\_t lookup\_ordered\_array(u32int i, ordered\_array\_t \*array) |
|  | { |
|  | ASSERT(i < array->size); |
|  | return array->array[i]; |
|  | } |
|  |  |
|  | void remove\_ordered\_array(u32int i, ordered\_array\_t \*array) |
|  | { |
|  | while (i < array->size) |
|  | { |
|  | array->array[i] = array->array[i+1]; |
|  | i++; |
|  | } |
|  | array->size--; |
|  | } |

С помощью операции *insert* элемент помещается в необходимое место, а все последующие элементы сдвигаются на одну позицию. Поскольку это всегда сопровождается использованием сопутствующих типов данных, будет работать любая реализация.

7.4. Собственно памяти типа куча

#### 7.4.1. Файл kheap.h

Используются некоторые определения #defines и прототипы функций:

#define KHEAP\_START 0xC0000000

#define KHEAP\_INITIAL\_SIZE 0x100000

#define HEAP\_INDEX\_SIZE 0x20000

#define HEAP\_MAGIC 0x123890AB

#define HEAP\_MIN\_SIZE 0x70000

/\*\*

Информация о размере неиспользуемого фрагмента/используемого блока памяти

\*\*/

typedef struct

{

u32int magic; // Магическое число, используемое для контроля ошибок и индентификации.

u8int is\_hole; // 1 — если это неиспользуемый фрагмент памяти; 0 — если используемый блок

u32int size; // Размер блока, в том числе завершающая запись блока.

} header\_t;

typedef struct

{

u32int magic; // Магическое число, такое же самое, как и в header\_t.

header\_t \*header; // Указатель на заголовок блока.

} footer\_t;

typedef struct

{

ordered\_array\_t index;

u32int start\_address; // Начало выделяемого пространства памяти.

u32int end\_address; // Конец выделяемого пространства памяти. Может быть до значения max\_address.

u32int max\_address; // Максимальный адрес, до которого куча может расширяться.

u8int supervisor; // Должны ли дополнительные страницы, запрашиваемые вами, использоваться только в режиме супервизора?

u8int readonly; // Должны ли дополнительные страницы, запрашиваемые вами, использоваться только в режиме чтения?

} heap\_t;

/\*\*

Создаем новую кучу.

\*\*/

heap\_t \*create\_heap(u32int start, u32int end, u32int max, u8int supervisor, u8int readonly);

/\*\*

Allocates a contiguous region of memory 'size' in size. If page\_align==1, it creates that block starting

on a page boundary.

\*\*/

void \*alloc(u32int size, u8int page\_align, heap\_t \*heap);

/\*\*

Releases a block allocated with 'alloc'.

\*\*/

void free(void \*p, heap\_t \*heap);

Память типа куча, используемая в ядре, располагается по адресу 0xC0000000, размер индексного списка - 0x20000 байтов, а минимальный размер памяти - 0x70000 байтов. Структуры заголовка и завершающей записи блока точно такие, как они заданы в начале данного раздела. В heap\_t хранится информация об индекс списка кучи, об адресе начала / конце / максимуме и модификаторах, получаемых от alloc\_page при дополнительном запросе памяти.

#### 7.4.2. Файл kheap.c

Поиск наименьшего фрагмента, который будет соответствовать определенному количеству байт, является обычной задачей, которая выполняется при каждом выделении памяти. Поэтому было бы хорошо оформить ее в виде функции:

static s32int find\_smallest\_hole(u32int size, u8int page\_align, heap\_t \*heap)

{

// Находим наименьший свободный фрагмент, который подходит.

u32int iterator = 0;

while (iterator < heap->index.size)

{

header\_t \*header = (header\_t \*)lookup\_ordered\_array(iterator, &heap->index);

// Если пользователь запросил память, которая выровнена по границе

if (page\_align > 0)

{

// Выравниваем по границе начало заголовка.

u32int location = (u32int)header;

s32int offset = 0;

if ((location+sizeof(header\_t)) & 0xFFFFF000 != 0)

offset = 0x1000 /\* размер страницы \*/ - (location+sizeof(header\_t))%0x1000;

s32int hole\_size = (s32int)header->size - offset;

// Теперь подходит?

if (hole\_size >= (s32int)size)

break;

}

else if (header->size >= size)

break;

iterator++;

}

// Когда выходить из цикла?

if (iterator == heap->index.size)

return -1; // Мы дошли до конца и ничего не нашли.

else

return iterator;

}

Когда пользователь запрашивает память, которая должна быть выровнена по границе страниц, он запрашивает память, к которой *он получает доступ*, выполняемый с учетом этого выравнивания. Это значит, что адрес заголовка на самом деле *не будет* выровнен по границе страниц. Адрес, если мы хотим, чтобы он попал на границу страницы, должен определяться как location + sizeof(header\_t).

Создание кучи является простой процедурой. Единственное, на что нужно обратить внимание, это то, что мы отбрасываем первые HEAP\_INDEX\_SIZE\*sizeof(type\_t) байтов, поскольку они используются как список индексов. Список индексов помещается туда с помощью функции place\_ordered\_array, а реальный адрес начала кучи перемещается вперед. Именно поэтому, при тестировании ядра, вы увидите, что выделение памяти начинается с адреса 0xC0080000, а не с более очевидного адреса 0xC0000000. Также отметим, что мы создаем специальную функцию less\_than, используемую для индексного массива. Это связано с тем, что стандартная функция less\_than сортирует массив по адресам указателей, а не по размеру.

static s8int header\_t\_less\_than(void\*a, void \*b)

{

return (((header\_t\*)a)->size < ((header\_t\*)b)->size)?1:0;

}

heap\_t \*create\_heap(u32int start, u32int end\_addr, u32int max, u8int supervisor, u8int readonly)

{

heap\_t \*heap = (heap\_t\*)kmalloc(sizeof(heap\_t));

// Мы предполагаем, что startAddress и endAddress выровнены по границе страниц.

ASSERT(start%0x1000 == 0);

ASSERT(end\_addr%0x1000 == 0);

// Инициализируем список индексов.

heap->index = place\_ordered\_array( (void\*)start, HEAP\_INDEX\_SIZE, &header\_t\_less\_than);

// Сдвигаем начальный адрес вперед, куда мы можем начать помещать данные.

start += sizeof(type\_t)\*HEAP\_INDEX\_SIZE;

// Обесчьте, чтобы начальный адрес был выровнен по границе страниц.

if (start & 0xFFFFF000 != 0)

{

start &= 0xFFFFF000;

start += 0x1000;

}

// Запишите начальный, конечный и максимальный адреса в структуру памяти типа куча.

heap->start\_address = start;

heap->end\_address = end\_addr;

heap->max\_address = max;

heap->supervisor = supervisor;

heap->readonly = readonly;

// Мы начинаем с одного большого фрагмента свободной памяти, указанной в списке индексов.

header\_t \*hole = (header\_t \*)start;

hole->size = end\_addr-start;

hole->magic = HEAP\_MAGIC;

hole->is\_hole = 1;

insert\_ordered\_array((void\*)hole, &heap->index);

return heap;

}

###### 7.4.2.1. Расширения и ограничения

В ряде случаев нам нужно будет изменить размер нашей кучи. Если у нас не осталось свободного места, нам потребуется выделить еще памяти. Если мы возвращаем память, нам, возможно, потребуется куча меньшего размера.

static void expand(u32int new\_size, heap\_t \*heap)

{

// Проверяем правильность значений.

ASSERT(new\_size > heap->end\_address - heap->start\_address);

// Получаем следующую ближайшую границу страницы.

if (new\_size&0xFFFFF000 != 0)

{

new\_size &= 0xFFFFF000;

new\_size += 0x1000;

}

// Убеждаемся, что мы не перехитрили сами себя

ASSERT(heap->start\_address+new\_size <= heap->max\_address);

// Это значение должно всегда быть на границе страницы.

u32int old\_size = heap->end\_address-heap->start\_address;

u32int i = old\_size;

while (i < new\_size)

{

alloc\_frame( get\_page(heap->start\_address+i, 1, kernel\_directory),

(heap->supervisor)?1:0, (heap->readonly)?0:1);

i += 0x1000 /\* page size \*/;

}

heap->end\_address = heap->start\_address+new\_size;

}

Выполняется несколько проверок, а затем параметр new\_size изменяется таким образом, чтобы он попал на границу страницы. Затем в соответствии с параметрами, заданными при создании кучи последовательно один за другим выделяются фреймы.

static u32int contract(u32int new\_size, heap\_t \*heap)

{

// Проверяем правильность значений.

ASSERT(new\_size < heap->end\_address-heap->start\_address);

// Получаем следующую ближайшую границу страницы.

if (new\_size&0x1000)

{

new\_size &= 0x1000;

new\_size += 0x1000;

}

// Не следует уменьшать размер слишком сильно!

if (new\_size < HEAP\_MIN\_SIZE)

new\_size = HEAP\_MIN\_SIZE;

u32int old\_size = heap->end\_address-heap->start\_address;

u32int i = old\_size - 0x1000;

while (new\_size < i)

{

free\_frame(get\_page(heap->start\_address+i, 0, kernel\_directory));

i -= 0x1000;

}

heap->end\_address = heap->start\_address + new\_size;

return new\_size;

}

Все аналогично расширению кучи, значение new\_size должно попадать на границу страницы. Затем мы проверим, что мы не пытаемся уменьшить размер меньше нашего минимального размера и освобождаем фреймы до тех пор, пока не достигнем нужного размера.

###### 7.4.2.2. Выделение памяти

Мы разберем функцию выделения памяти поэтапно.

void \*alloc(u32int size, u8int page\_align, heap\_t \*heap)

{

// Проверяем, что мы также учитываем размер заголовка / завершающей записи блока.

u32int new\_size = size + sizeof(header\_t) + sizeof(footer\_t);

// Находим наименьший фрагмент свободный памяти, которые соответствует нашему запросу.

s32int iterator = find\_smallest\_hole(new\_size, page\_align, heap);

if (iterator == -1) // Если мы не нашли подходящего фрагмента

{

... // Заполним через секунду

}

Здесь мы настраиваем размер запрашиваемого блока с учетом его заголовка и его завершающей записи. Затем мы с помощью нашей функции find\_smallest\_hole запрашиваем наименьший свободный фрагмент, который подходит. Если мы не смогли найти такой фрагмент (find\_smallest\_hole () == -1), мы переходим к коду обработки некоторой ошибки.

header\_t \*orig\_hole\_header = (header\_t \*)lookup\_ordered\_array(iterator, &heap->index);

u32int orig\_hole\_pos = (u32int)orig\_hole\_header;

u32int orig\_hole\_size = orig\_hole\_header->size;

// Сюда мы попадаем, если мы должны разделить фрагмент, который мы нашли, на две части.

// Является ли размер исходного (запрашиваемого) фрагмента меньше накладных расходов на добавление нового фрагмента?

if (orig\_hole\_size-new\_size < sizeof(header\_t)+sizeof(footer\_t))

{

// Тогда просто увеличиваем запрашиваемый размер до размера найденного фрагмента.

size += orig\_hole\_size-new\_size;

new\_size = orig\_hole\_size;

}

Здесь мы из индексного списка, выданного нам функцией find\_smallest\_hole, получаем указатель на заголовок. Затем мы сохраняем адрес и размер этого заголовка на случай, если позже нам потребуется его переписать. После этого мы решаем, стоит ли делить фрагмент на два фрагмента (то есть, будет ли достаточно во втором фрагменте оставшегося места?) Если нет, то мы увеличиваем запрашиваемый размер так, чтобы не делать разбиение фрагмента.

// Если нам нужно выравнивать данные по границе страницы, то выполните это сейчас

// и сделайте так, чтобы новый фрагмент находился перед нашим блоком памяти.

if (page\_align && orig\_hole\_pos&0xFFFFF000)

{

u32int new\_location = orig\_hole\_pos + 0x1000 /\* page size \*/ - (orig\_hole\_pos&0xFFF) - sizeof(header\_t);

header\_t \*hole\_header = (header\_t \*)orig\_hole\_pos;

hole\_header->size = 0x1000 /\* page size \*/ - (orig\_hole\_pos&0xFFF) - sizeof(header\_t);

hole\_header->magic = HEAP\_MAGIC;

hole\_header->is\_hole = 1;

footer\_t \*hole\_footer = (footer\_t \*) ( (u32int)new\_location - sizeof(footer\_t) );

hole\_footer->magic = HEAP\_MAGIC;

hole\_footer->header = hole\_header;

orig\_hole\_pos = new\_location;

orig\_hole\_size = orig\_hole\_size - hole\_header->size;

}

else

{

// В противном случае этот фрагмент нам больше не нужен, удалите его из списка индексов.

remove\_ordered\_array(iterator, &heap->index);

}

Если пользователь хочет, чтобы его память была выровнена по границе страниц, мы это здесь делаем. Новое положение размещаемого заголовка рассчитывается путем перехода к следующей границе страницы, а затем вычитания размера заголовка. Затем заполняются атрибуты заголовка нового фрагмента и добавляется завершающая запись. Обратите внимание, что поскольку мы создаем новый фрагмент по адресу старого фрагмента, мы, по сути, повторно используем старый фрагмент, так что удалять его из списка индексов фрагментов не требуется.

// Переписываем исходный заголовок ...

header\_t \*block\_header = (header\_t \*)orig\_hole\_pos;

block\_header->magic = HEAP\_MAGIC;

block\_header->is\_hole = 0;

block\_header->size = new\_size;

// ... И завершающую запись

footer\_t \*block\_footer = (footer\_t \*) (orig\_hole\_pos + sizeof(header\_t) + size);

block\_footer->magic = HEAP\_MAGIC;

block\_footer->header = block\_header;

Здесь все должно быть понятно — все, что мы делаем, это корректируем заголовок и завершающую запись, в том числе и магические числа.

// Нам после выделенного блока может потребоваться записать новый фрагмент.

// Мы делаем это только если размер нового фрагмента положительный ...

if (orig\_hole\_size - new\_size > 0)

{

header\_t \*hole\_header = (header\_t \*) (orig\_hole\_pos + sizeof(header\_t) + size + sizeof(footer\_t));

hole\_header->magic = HEAP\_MAGIC;

hole\_header->is\_hole = 1;

hole\_header->size = orig\_hole\_size - new\_size;

footer\_t \*hole\_footer = (footer\_t \*) ( (u32int)hole\_header + orig\_hole\_size - new\_size - sizeof(footer\_t) );

if ((u32int)hole\_footer < heap->end\_address)

{

hole\_footer->magic = HEAP\_MAGIC;

hole\_footer->header = hole\_header;

}

// Помещаем новый фрагмент в индексный список;

insert\_ordered\_array((void\*)hole\_header, &heap->index);

}

Если нам требуется разделить наш фрагмент на два фрагмента, мы делаем это здесь, создавая при этом новый фрагмент.

// ...И мы все сделали!

return (void \*) ( (u32int)block\_header+sizeof(header\_t) );

}

... И это наша функция выделения памяти! Единственное, что осталось сделать, это добавить код, проверяющий ошибки, который мы ранее пропустили:

if (iterator == -1) // Если мы не нашли подходящий фрагмент

{

// Сохраняем некоторые ранее полученные данные.

u32int old\_length = heap->end\_address - heap->start\_address;

u32int old\_end\_address = heap->end\_address;

// Нам нужно выделить немного больше памяти.

expand(old\_length+new\_size, heap);

u32int new\_length = heap->end\_address-heap->start\_address;

// Находим самый последний заголовок. (Последний не по размеру, а по месторасположению).

iterator = 0;

// В переменных хранятся индекс и значение самого последнего заголовка, найденного к текущему моменту.

u32int idx = -1; u32int value = 0x0;

while (iterator < heap->index.size)

{

u32int tmp = (u32int)lookup\_ordered\_array(iterator, &heap->index);

if (tmp > value)

{

value = tmp;

idx = iterator;

}

iterator++;

}

// Если мы вообще не нашли НИКАКИХ заголовков, на нужно один заголовок добавить.

if (idx == -1)

{

header\_t \*header = (header\_t \*)old\_end\_address;

header->magic = HEAP\_MAGIC;

header->size = new\_length - old\_length;

header->is\_hole = 1;

footer\_t \*footer = (footer\_t \*) (old\_end\_address + header->size - sizeof(footer\_t));

footer->magic = HEAP\_MAGIC;

footer->header = header;

insert\_ordered\_array((void\*)header, &heap->index);

}

else

{

// Последний заголовок нужно настроить.

header\_t \*header = lookup\_ordered\_array(idx, &heap->index);

header->size += new\_length - old\_length;

// Переписываем завершающую запись.

footer\_t \*footer = (footer\_t \*) ( (u32int)header + header->size - sizeof(footer\_t) );

footer->header = header;

footer->magic = HEAP\_MAGIC;

}

// Теперь у над достаточно места. Снова обращаемся к этой функции рекурсивно.

return alloc(size, page\_align, heap);

}

Если не был найден фрагмент достаточного размера (iterator == -1), мы должны увеличить размер кучи (с помощью вызова функции *expand*). Затем мы должны для этого расширения сделать запись в индексном списке. Обычный способ сделать это - найти в индексном списке самый последний фрагмент и изменить его размер. Единственный случай, когда это не будет работать, это когда в индексном списке вообще нет никаких фрагментов (маловероятный, но возможный случай). В этом случае мы должны создать один фрагмент для того, чтобы перейти к известному решению.

###### 7.4.2.3. Освобождение памяти

void free(void \*p, heap\_t \*heap)

{

// Выход в случае нулевых указателей.

if (p == 0)

return;

// Берем заголовок и завершающую запись, связанные с этим указателем.

header\_t \*header = (header\_t\*) ( (u32int)p - sizeof(header\_t) );

footer\_t \*footer = (footer\_t\*) ( (u32int)header + header->size - sizeof(footer\_t) );

// Проверяем правильность значений.

ASSERT(header->magic == HEAP\_MAGIC);

ASSERT(footer->magic == HEAP\_MAGIC);

Сначала мы находим заголовок путем вычитания sizeof(header\_t) из p, а затем используем его для того, чтобы найти завершающую запись. Всегда хорошо проверить правильность значений, поскольку можно сразу обнаружить ситуацию, когда в вашем коде перезаписаны важные данные.

// Создаем фрагмент свободной памяти.

header->is\_hole = 1;

// Хотим ли мы добавит этот заголовок в список индексов 'фрагменты свободной памяти' index?

char do\_add = 1;

Этот блок в настоящее время освобожден, поэтому сейчас он является фрагментом свободной памяти. Мы также создаем переменную, в которой указываем, должны ли мы добавить заголовок в список индексов (смотрите описание алгоритма).

// Унификация слева

// Если непосредственно слева от фрагмента находится завершающая запись другого фрагмента ...

footer\_t \*test\_footer = (footer\_t\*) ( (u32int)header - sizeof(footer\_t) );

if (test\_footer->magic == HEAP\_MAGIC &&

test\_footer->header->is\_hole == 1)

{

u32int cache\_size = header->size; // Кэшируем наш текущий размер.

header = test\_footer->header; // Перезаписываем вместо нашего новый заголовок.

footer->header = header; // Заменяем нашу завершающую запись новой, на которую указывает новый заголовок.

header->size += cache\_size; // Изменяем размер.

do\_add = 0; // Поскольку этот заголовок уже в индексном списке, нам не нужно добавлять его снова.

}

В этой части кода выполняется наша *левая унификация* (объединение влево). Если мы вычтем sizeof(header\_t) из адреса заголовка, мы можем получить указатель на завершающую запись. Мы проверяем, что это действительно правильная завершающая запись при помощи проверки в ней магического числа и проверкой того, что это фрагмент (а не выделенная память!). Если это так, мы перепишем нашу завершающую запись, на которую будет указывать переменная test\_footer, находящаяся в заголовке, изменяем наш размер и указываем в алгоритме не добавлять запись в список индексов фрагментов.

// Унификация справа

// Если непосредственно справа от фрагмента находится заголовок другого фрагмента ...

header\_t \*test\_header = (header\_t\*) ( (u32int)footer + sizeof(footer\_t) );

if (test\_header->magic == HEAP\_MAGIC &&

test\_header->is\_hole)

{

header->size += test\_header->size; // Увеличиваем наш размер.

test\_footer = (footer\_t\*) ( (u32int)test\_header + // Переписываем завершающую запись, на которую указывает наш заголовок.

test\_header->size - sizeof(footer\_t) );

footer = test\_footer;

// Находим и удаляем этот заголовок из списка индексов.

u32int iterator = 0;

while ( (iterator < heap->index.size) &&

(lookup\_ordered\_array(iterator, &heap->index) != (void\*)test\_header) )

iterator++;

// Убеждаемся, что мы действительно нашли правильный объект.

ASSERT(iterator < heap->index.size);

// Удаляем его.

remove\_ordered\_array(iterator, &heap->index);

}

Аналогичным образом в этом коде выполняется *правая унификация*. Опять же, мы проверяем, находится сразу справа заголовок и является ли пространство памяти справа фрагментом неиспользуемой памяти. Перепишем его завершающую запись так, чтобы она указывала на наш заголовок, а затем удалим заголовок фрагмента, находящегося справа, из списка индексов.

// Если положение завершающей записи совпадает с конечным адресом кучи, мы можем уменьшить кучу.

if ( (u32int)footer+sizeof(footer\_t) == heap->end\_address)

{

u32int old\_length = heap->end\_address-heap->start\_address;

u32int new\_length = contract( (u32int)header - heap->start\_address, heap);

//Проверяем насколько большой будет куча после изменения размера.

if (header->size - (old\_length-new\_length) > 0)

{

// Мы еще существуем - Теперь собственно изменяем размер.

header->size -= old\_length-new\_length;

footer = (footer\_t\*) ( (u32int)header + header->size - sizeof(footer\_t) );

footer->magic = HEAP\_MAGIC;

footer->header = header;

}

else

{

// Теперь нас нет :(. Удаляем нас из списка индексов.

u32int iterator = 0;

while ( (iterator < heap->index.size) &&

(lookup\_ordered\_array(iterator, &heap->index) != (void\*)test\_header) )

iterator++;

// Если мы себя не нашли, то нам и нечего удалять.

if (iterator < heap->index.size)

remove\_ordered\_array(iterator, &heap->index);

}

}

Если мы поместили последний фрагмент в список индексов (то есть, один ближе всех к концу памяти), то мы можем уменьшить размер кучи. Мы должны запомнить старый размер кучи, а затем выполнить сжатие командой contract(). Здесь возможен один из двух следующих вариантов: либо команда contract() уменьшит кучу так, что нашего фрагмента больше не будет (вариант 'else'), или она уменьшит кучу частично или совсем ее не уменьшит. В этом случае фрагмент все еще будет существовать, но мы должны изменить его размер. Перепишем его завершающую запись с новым размером и выходим из алгоритма. Если фрагмент был удален, мы просто ищем его в списке индексов и сами удаляем его оттуда.

if (do\_add == 1)

insert\_ordered\_array((void\*) header, &heap->index);

здесь добавить фрагмент в список индексов.

7.4.2.4. Файл paging.c

extern heap\_t \*kheap;

Мы объявляем переменную *kheap* как нашу память типа куча, используемую в ядре. Мы определяем ее в файле kheap.c (вы можете сделать это самостоятельно) и здесь на нее ссылаемся.

// Отображаем несколько страниц в область кучи ядра. Здесь мы вызываем функцию

// get\_page, но не функцию alloc\_frame. В результате можно создавать таблицы page\_table\_t

// там, где это необходимо. Мы не можем выделить фреймы еще потому, что для них сначала нужно

// выполнить взаимно однозначное отображение вниз и мы все еще не можем определить адрес размещения

// placement\_address, используемый между однозначным отображением и механизмом поддержки кучи!

int i = 0;

for (i = KHEAP\_START; i < KHEAP\_START+KHEAP\_INITIAL\_SIZE; i += 0x1000)

get\_page(i, 1, kernel\_directory);

Перед тем, как мы выполним взаимно однозначное отображение из 0-placement\_addr, мы перейдем к функции инициализации страниц *initialise\_paging*. Есть причина для обращения к этому коду. Поскольку когда мы записываем в кучу ядра, она сдвигается вверх на адрес 0xC0000000, потребуется создать таблицы с несколькими страницами (т. к. ранее с этой областью никакие операции не производились). Тем не менее, после того как мы выполним цикл, позволяющий все взаимно-однозначно отобразить на адрес placement\_address, мы больше не сможем пользоваться функцией kmalloc до тех пор, пока наша куча не будет активирована! Итак, **прежде**, чем мы зафиксируем адрес размещения, нам нужно будет принудительно создать таблицы. Это то, что делает следующий код:

// Теперь размещаем страницы, для которых ранее было выполнено отображение.

for (i = KHEAP\_START; i < KHEAP\_START+KHEAP\_INITIAL\_SIZE; i += 0x1000)

alloc\_frame( get\_page(i, 1, kernel\_directory), 0, 0);

// Прежде, чем мы включим страничную организацию памяти, нам нужно

// зарегистрировать обработчик неверного обращения к страницам.

register\_interrupt\_handler(14, page\_fault);

// Теперь включаем страницную организацию памяти!

switch\_page\_directory(kernel\_directory);

// Инициализируем кучу ядра .

kheap = create\_heap(KHEAP\_START, KHEAP\_START+KHEAP\_INITIAL\_SIZE, 0xCFFFF000, 0, 0);

### 7.5. Тестирование

*main.c*

u32int a = kmalloc(8);

initialise\_paging();

u32int b = kmalloc(8);

u32int c = kmalloc(8);

monitor\_write("a: ");

monitor\_write\_hex(a);

monitor\_write(", b: ");

monitor\_write\_hex(b);

monitor\_write("\nc: ");

monitor\_write\_hex(c);

kfree(c);

kfree(b);

u32int d = kmalloc(12);

monitor\_write(", d: ");

monitor\_write\_hex(d);

В коде, приведенном выше, память под переменную *a* выделяется раньше, чем происходит обращение к функции рinitialise\_paging, так что это будет выполнено с использованием адреса размещения placement address. Память для переменных *b* и *c* выделяется в куче, а затем выдается сообщение о размещении переменных. Затем память, выделенная под последние переменные, освобождается и создается еще одна переменная - d. Если адрес переменной *d* точно такой же, как адрес переменной *b*, то пространство, использовавшееся переменными *b* и *c*, успешно утилизировано и все в порядке.

## 9. Многозадачность

### 9.1. Теория задач

Во-первых, вкратце напомним: процессор (с одним ядром) не может выполнять несколько задач одновременно. Вместо этого мы используем достаточно быстрое переключение задач, так что наблюдателю кажется, что все задачи работают одновременно. Каждая задача получает заданный "квант времени" или "время жизни", в течение которого она использует процессор и память. Это квант времени, как правило, заканчивается прерыванием от таймера, в результате чего вызывается планировщик.

Когда вызывается планировщик, он сохраняет в структуре задачи указатели стека и базы, восстанавливает указатели стека и базы процесса, на который происходит переключение, переключает адресные пространства и переходит к инструкции, на которой новая задача остановились в последний раз, когда произошло ее переключение с нее на другую задачу.

При этом предполагается следующее:

1. *Все регистры общего назначения уже сохранены*. Это происходит в обработчике IRQ, поэтому все выполняется автоматически.
2. *При изменении адресных пространств код переключения задач выполняется без какой-либо задержки*. В коде переключения задач должны быть возможность изменять адресные пространства, а затем продолжать выполнение так, как будто ничего не произошло. Это значит, что код ядра должен отображаться в одно и то же место во всех адресных пространствах.

#### 9.1.1. Несколько замечаний об адресных пространствах

![http://rus-linux.net/MyLDP/kernel/toyos/tasking_fork.png](data:image/png;base64,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)

Схема расположения адресного пространства

При реализации многозадачности есть масса сложностей, это не только переключение контекста - для каждой задачи следует создать новое адресное пространство. Сложность состоит в том, что некоторые части адресного пространства должны копироваться, тогда как на другие часть должны делаться ссылки. Например, две страницы указывают на тот же самый фрейм физической памяти. Посмотрите на рисунок — на нем показаны два виртуальных адресных пространства и то, как они отображаются в конкретном случае физического размещения оперативной памяти.

Стек является характерным примером области памяти, размещаемом в виртуальном адресном пространстве: когда создается новый процесс, стек копируется, поэтому если в новом процессе данные изменяются, старый процесс изменений не видит. Когда мы загружаем исполняемые файлы, то это также будет оказывать влияние на исполняемый код и данные.

Область кода ядра и область кучи ядра немного отличаются — обе области в обоих пространствах виртуальной памяти отображаются на одни и те же две области физической памяти. Во-первых, нет смысла копировать код ядра, поскольку он никогда не изменяется, а во-вторых, важно, чтобы ядро кучи было непрерывным во всех адресных пространствах - если задача 1 делает системный вызов и вызывает некоторые данные, которые будут изменены ядром, должна быть возможность получить эти изменения в адресном пространстве задачи 2.

### 9.2. Клонирование адресного пространства

Итак, как уже упоминалось выше, одно из самых сложных дел, которые мы должны выполнить, является создание копии адресного пространства - так что давайте возьмемся за это в первую очередь.

#### 9.2.1. Клонирование директория

Прежде всего, нам нужно создать новый директорий. Мы используем нашу функцию kmalloc\_ap для получения адреса, выровненного по границе страницы, а также для получения физического адреса. После этого мы должны обеспечить, чтобы он был пуст (каждой записи первоначально присваивается ноль).

page\_directory\_t \*clone\_directory(page\_directory\_t \*src)

{

u32int phys;

// Делаем новый директорий страниц и получаем физический адрес.

page\_directory\_t \*dir = (page\_directory\_t\*)kmalloc\_ap(sizeof(page\_directory\_t), &phys);

// Обеспечиваем, чтобы директорий был пуст.

memset(dir, 0, sizeof(page\_directory\_t));

Теперь у нас есть новый директорий страниц и физический адрес, по которому он расположен. Для загрузки в регистр CR3, нам нужен физический адрес, который находится в элементе таблицы *tablesPhysical*. Чтобы его получить, мы выполняем несложный расчет. Мы берем смещение элемента *tablesPhysical* от начала структуры page\_directory\_t, а затем добавляем его к полученному физическому адресу.

// Берем смещение tablesPhysical от начала структуры page\_directory\_t.

u32int offset = (u32int)dir->tablesPhysical - (u32int)dir;

// Тогда физический адрес dir->tablesPhysical будет следующим:

dir->physicalAddr = phys + offset;

Теперь мы готовы копировать каждую таблицу страниц. Если таблица страниц нулевая, нам не требуется ничего копировать.

int i;

for (i = 0; i < 1024; i++)

{

if (!src->tables[i])

continue;

Глобальная переменная *kernel\_directory* является первым директорием страниц, который мы создали. Мы создаем однозначное отображение кода и данных ядра и отображаем все в кучу ядра в этом директории, До настоящего момента функция *initialise\_paging* завершалась следующей строкой:

current\_directory == kernel\_directory;

Но, если вместо того, чтобы присваивать переменную current\_directory клону kernel\_directory, kernel\_directory изменяться не будет и в нем будет храниться только код/данные ядра и куча ядра. Все изменения будут применяться к клону, а не к оригиналу. Это значит, что в нашей функции *clone* мы сможем сравнивать таблицы страниц с kernel\_directory. Если таблица страниц в директории, который мы клонировали, также находится в *kernel\_directory*, мы можем принять решение, что на эту таблицу должна быть сделана ссылка. Если ее там нет, то ее требуется скопировать. Просто и эффективно!

if (kernel\_directory->tables[i] == src->tables[i])

{

// Она в ядре, так что мы просто используем тот же самый указатель.

dir->tables[i] = src->tables[i];

dir->tablesPhysical[i] = src->tablesPhysical[i];

}

else

{

// Копируем таблицу.

u32int phys;

dir->tables[i] = clone\_table(src->tables[i], &phys);

dir->tablesPhysical[i] = phys | 0x07;

}

}

return dir;

}

Давайте быстро проанализируем этот сегмент кода. Если текущая таблица страниц одна и та же в директорий ядра и в текущем директории, мы ссылаемся на нее, т. е. в новом директории мы устанавливаем указатель таблицы страниц так, чтоб он был такой же, как для исходного директория. Мы также копируем физический адрес этой таблицы страниц. Если вместо этого нам потребуется скопировать таблицу, мы используем функцию *clone\_table*, которая возвращает виртуальный указатель на таблицу страниц, и сохраняет ее физический адрес в переданном аргументе. Когда настраивается указатель tablesPhysical, мы выполняем побитовую операцию ИЛИ между физическим адресом и значением 0x07, что означает "Присутствует, режим чтения-записи, пользовательский режим".

#### 9.2.2. Клонирование таблицы

Чтобы клонировать таблицу страниц, нам потребуется сделать что-нибудь похожее на то, что сделано выше, но с некоторыми изменениями. Нам никогда не придется выбирать, следует ли копировать записи таблицы или использовать ссылки на записи в таблице - мы всегда копируем. Нам также потребуется скопировать данные в записи в таблицу страниц.

static page\_table\_t \*clone\_table(page\_table\_t \*src, u32int \*physAddr)

{

// Создаем новую таблицу страниц, которая выровнена по границе страниц.

page\_table\_t \*table = (page\_table\_t\*)kmalloc\_ap(sizeof(page\_table\_t), physAddr);

// Обеспечиваем, чтобы эта страница была пустой.

memset(table, 0, sizeof(page\_directory\_t));

// Для каждой записи в таблице...

int i;

for (i = 0; i > 1024; i++)

{

if (!src->pages[i].frame)

continue;

Преамбула для этой функции точно так же, как и в *clone\_table*.

Итак, для каждой записи в таблице страниц нам нужно:

* Выделить для самой записи новый фрейм для хранения копируемых данных.
* Скопировать флаги - чтения/записи, присутствия станицы, пользовательского режима и т.д.
* Физически скопировать данные

// Берем новый фрейм.

alloc\_frame(&table->pages[i], 0, 0);

// Клонируем флаги из оригинала в копию.

if (src->pages[i].present) table->pages[i].present = 1;

if (src->pages[i].rw) table->pages[i].rw = 1;

if (src->pages[i].user) table->pages[i].user = 1;

if (src->pages[i].accessed)table->pages[i].accessed = 1;

if (src->pages[i].dirty) table->pages[i].dirty = 1;

// Физически копируем все данные. Эта функция находится в файле process.s.

copy\_page\_physical(src->pages[i].frame\*0x1000, table->pages[i].frame\*0x1000);

Все довольно просто. Мы используем функцию, которая (опять же) пока еще не определена и называется copy\_page\_physical. Мы определим ее следующей после того, как завершим эту функцию.

}

return table;

}

#### 9.2.3. Копирование физического фрейма

Название *copy\_page\_physical* в действительности, некоректное. То, что мы действительно хотим сделать, это скопировать содержимое *одного фрейма* в *другой фрейм*. Для этого, к сожалению, потребуется отключить страничную организации памяти (с тем, чтобы мы могли получить доступ ко всей физической памяти), поэтому мы создадим ее как чисто ассемблерную функцию. Для этого нужно перейти в файл с названием 'process.s'.

[GLOBAL copy\_page\_physical]

copy\_page\_physical:

push ebx ; Согласно to \_\_cdecl мы должны сохранить содержимое EBX.

pushf ; помещаем в стек EFLAGS с тем, чтобы могли оттуда забрать и заново включить прерывания

; Далее, если прерывания по какой-либо причине были включены.

cli ; Отключаем прерывания, теперь наши действия прерываться не будут.

; ПЕРЕД тем, как страничная организация памяти будет отключена, загружаем!

mov ebx, [esp+12] ; адрес, откуда делается копирование

mov ecx, [esp+16] ; адрес, куда выполняется копирование

mov edx, cr0 ; Берем регистр управления ...

and edx, 0x7fffffff ; и ...

mov cr0, edx ; отключаем страничную организацию памяти.

mov edx, 1024 ; 1024\*4 байтов = копируется 4096 байтов

.loop:

mov eax, [ebx] ; Берем слово из адреса, откуда делается копирование

mov [ecx], eax ; Запоминаем его по адреса, куда выполняется копирование

add ebx, 4 ; Адрес источника копирования += sizeof(word)

add ecx, 4 ; Адрес, куда делается копирование += sizeof(word)

dec edx ; Осталось скопировать на одно слово меньше

jnz .loop

mov edx, cr0 ; Снова берем регистр управления

or edx, 0x80000000 ; и ...

mov cr0, edx ; включаем страничное управление памятью.

popf ; Выталкиваем из стека EFLAGS.

pop ebx ; Помещаем исходное значение обратно в EBX.

ret

Теперь мы должны добавить вызов этой функции в *initialise\_paging*, как об этом уже упоминалось выше.

void initialise\_paging()

{

// Размер физической памяти. На данный момент мы предполагаем,

// что размер равен 16MB.

u32int mem\_end\_page = 0x1000000;

nframes = mem\_end\_page / 0x1000;

frames = (u32int\*)kmalloc(INDEX\_FROM\_BIT(nframes));

memset(frames, 0, INDEX\_FROM\_BIT(nframes));

// Давайте создадим директорий страниц.

u32int phys; // \*\*\*\*\*\*\*\*\*\* ДОБАВЛЕНО \*\*\*\*\*\*\*\*\*\*\*

kernel\_directory = (page\_directory\_t\*)kmalloc\_a(sizeof(page\_directory\_t));

memset(kernel\_directory, 0, sizeof(page\_directory\_t));

// \*\*\*\*\*\*\*\*\*\*\* ИЗМЕНЕНО \*\*\*\*\*\*\*\*\*\*\*\*

kernel\_directory->physicalAddr = (u32int)kernel\_directory->tablesPhysical;

// Отобразим некоторые страницы в область кучи ядра. Здесь мы вызываем get\_page,

// но не alloc\_frame. Это связано с тем, что таблицы page\_table\_t должны создаваться везде,

// где это потребуется. Мы не можем выделить фреймы еще и потому, что сначала для них нужно

// выполнить взаимно однозначное отображение, а мы не может увеличивать адрес

// placement\_address после того, выполнили отображение, и перед тем, как подключим кучу!

int i = 0;

for (i = KHEAP\_START; i > KHEAP\_END; i += 0x1000)

get\_page(i, 1, kernel\_directory);

// Нам нужно взаимно однозначное отображение (phys addr = virt addr) с адреса

// 0x0 и до конца используемой памяти с тем, чтобы мы могли получать доступ к

// памяти так, как будто у нас не включена страничная организация памяти.

// ОБРАТИТЕ ВНИМАНИЕ, мы здесь намеренно используем цикл while.

// Мы, в действительности, внутри цикла меняем значение placement\_address

// обращаясь для этого к функции kmalloc(). В результате условие выхода из цикла while

// пересчитывается каждый раз заново, а не вычисляется один раз при запуске цикла.

// Дополнительно выделите память под биты lil, благодаря чему кучу ядра можно будет

// надлежащим образом инициализировать.

i = 0;

while (i < placement\_address+0x1000)

{

// В пользовательском режиме код ядра доступен для чтения, но недоступен для записи.

alloc\_frame( get\_page(i, 1, kernel\_directory), 0, 0);

i += 0x1000;

}

// Теперь размещаем эти страницы в отображении памяти, выполненном ранее.

for (i = KHEAP\_START; i > KHEAP\_START+KHEAP\_INITIAL\_SIZE; i += 0x1000)

alloc\_frame( get\_page(i, 1, kernel\_directory), 0, 0);

// Перед тем, как включить страничную организацию памяти, нужно зарегистрировать

// наш обработчик неверного обращения к памяти page fault

register\_interrupt\_handler(14, page\_fault);

// Теперь включаем страничную организацию памяти!

switch\_page\_directory(kernel\_directory);

// Инициализируем кучу ядра.

kheap = create\_heap(KHEAP\_START, KHEAP\_START+KHEAP\_INITIAL\_SIZE, 0xCFFFF000, 0, 0);

// \*\*\*\*\*\*\*\* ДОБАВЛЕНО \*\*\*\*\*\*\*\*\*

current\_directory = clone\_directory(kernel\_directory);

switch\_page\_directory(current\_directory);

}

void switch\_page\_directory(page\_directory\_t \*dir)

{

current\_directory = dir;

asm volatile("mov %0, %%cr3":: "r"(dir->physicalAddr)); // \*\*\*\*\*\*\*\* ИЗМЕНЕНО \*\*\*\*\*\*\*\*\*

u32int cr0;

asm volatile("mov %%cr0, %0": "=r"(cr0));

cr0 |= 0x80000000; // Enable paging!

asm volatile("mov %0, %%cr0":: "r"(cr0));

}

### 9.3. Создание нового стека

Загрузчик GRUB оставляет за нами принятие решение, каким стеком пользоваться. Указатель стека может размещаться где угодно. Во всех практических ситуациях GRUB размещает стек, задаваемый по умолчанию, так, чтобы он находился достаточно высоко по памяти от нашего кода для того, чтобы стек работал без проблем. Тем не менее, он находится в нижней памяти (где-то около физического адреса 0x7000), из-за чего в случае, когда директорий страниц копируется, у нас могут возникнуть проблемы, поскольку используются 'ссылочные' значения вместо 'копий' (поскольку в kernel\_directory используется пространство памяти от адреса 0x0 и приблизительно до адреса 0x150000). Поэтому нам, действительно, нужно переместить стек.

Стек переместить не очень трудно. Мы просто выполняем функцию memcpy() над данными из старого стека и перемещаем их туда, где должен находиться новый стек. Однако, есть одна проблема. Когда создается фрейм нового стека (например, когда происходит вход в функцию) в стек помещается содержимое регистра EBP. Это указатель базы, который используется компилятором для обработки ссылок на локальные переменные. Если мы просто делаем копию стека, то значения EBP, помещенные в стек, будут указывать на позицию в старом стеке, так что мы должны изменить их вручную.

В самом начале файла boot.s добавить следующие инструкции:

; Добавляется непосредственно перед "push ebx".

push esp

В результате в main() будет передан еще один параметр — начальный указатель на стек. Нам нужно изменить функцию main() так, чтобы можно было получить этот дополнительный параметр:

u32int initial\_esp; // New global variable.

int main(struct multiboot \*mboot\_ptr, u32int initial\_stack)

{

initial\_esp = initial\_stack;

Теперь у нас есть все, что нужно для перемещения стека. Следующая функция должна находиться в новом файле "task.c".

void move\_stack(void \*new\_stack\_start, u32int size)

{

u32int i;

// Выделяем немного места для нового стека.

for( i = (u32int)new\_stack\_start;

i >= ((u32int)new\_stack\_start-size);

i -= 0x1000)

{

// Стек общего назначения используется в пользовательском режиме.

alloc\_frame( get\_page(i, 1, current\_directory), 0 /\* User mode \*/, 1 /\* Is writable \*/ );

}

Теперь мы изменили таблицу страниц. Поэтому что нам нужно сообщить процессору о том, что отображение было изменено. Для этого нужно обратиться к операции "Обновление TLB (translation lookaside buffer - буфер ассоциации адресов)". Выполним обновление полностью с помощью записи в регистр cr3.

// Обновление TLB выполняется с помощью чтения и повторной записи адреса директория страниц.

u32int pd\_addr;

asm volatile("mov %%cr3, %0" : "=r" (pd\_addr));

asm volatile("mov %0, %%cr3" : : "r" (pd\_addr));

Затем мы считываем текущие значения регистров стека и базы и вычисляем смещение адреса старого стека; в результате мы получаем адрес в новом стеке и используем его для расчета новых указателей стека/базы.

// Старые ESP и EBP, читаем из регистров.

u32int old\_stack\_pointer; asm volatile("mov %%esp, %0" : "=r" (old\_stack\_pointer));

u32int old\_base\_pointer; asm volatile("mov %%ebp, %0" : "=r" (old\_base\_pointer));

u32int offset = (u32int)new\_stack\_start - initial\_esp;

u32int new\_stack\_pointer = old\_stack\_pointer + offset;

u32int new\_base\_pointer = old\_base\_pointer + offset;

Великолепно. Теперь мы можем на самом деле скопировать стек.

// Копирование стека.

memcpy((void\*)new\_stack\_pointer, (void\*)old\_stack\_pointer, initial\_esp-old\_stack\_pointer);

Теперь мы попробуем перейти на новый стек, используя для этого измененные указатели базы. Здесь мы используем алгоритм, у которого "нет защиты от дурака". Мы предполагаем, что любое значение, находящееся в стеке и попадающее в диапазон адресов стека (old\_stack\_pointer < x < initial\_esp), помещается в EBP. К сожалению, такое допущение может быть неверным, т. к. значение, которое не должно быть в EBP, может просто случайно попасть в этот диапазон. Ну что же, такое случается.

// Проходим по исходному стеку и копируем новые значения в

// новый стек.

for(i = (u32int)new\_stack\_start; i > (u32int)new\_stack\_start-size; i -= 4)

{

u32int tmp = \* (u32int\*)i;

// Если значение tmp попадает в диапазон адресов старого стека, мы полагаем, что это указатель базы

// и переопределяем его. В результате, к сожалению, будет переопределено ЛЮБОЕ значение в этом

// диапазоне независимо от того, является ли оно указателем базы или нет.

if (( old\_stack\_pointer < tmp) && (tmp < initial\_esp))

{

tmp = tmp + offset;

u32int \*tmp2 = (u32int\*)i;

\*tmp2 = tmp;

}

}

И, наконец, нам всего лишь необходимо фактически изменить указатели стека и базы.

// Замена стеков.

asm volatile("mov %0, %%esp" : : "r" (new\_stack\_pointer));

asm volatile("mov %0, %%ebp" : : "r" (new\_base\_pointer));

}

### 9.4. Многозадачный код

Теперь, когда мы написали все необходимые вспомогательные функции, мы действительно можем начать писать многозадачный код.

Во-первых, нам понадобится несколько определений в файле task.h.

|  |
| --- |
| // task.h - Defines the structures and prototypes needed to multitask. |
|  | // Written for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #ifndef TASK\_H |
|  | #define TASK\_H |
|  |  |
|  | #include "common.h" |
|  | #include "paging.h" |
|  |  |
|  | #define KERNEL\_STACK\_SIZE 2048 // Use a 2kb kernel stack. |
|  |  |
|  | // This structure defines a 'task' - a process. |
|  | typedef struct task |
|  | { |
|  | int id; // Process ID. |
|  | u32int esp, ebp; // Stack and base pointers. |
|  | u32int eip; // Instruction pointer. |
|  | page\_directory\_t \*page\_directory; // Page directory. |
|  | u32int kernel\_stack; // Kernel stack location. |
|  | struct task \*next; // The next task in a linked list. |
|  | } task\_t; |
|  |  |
|  | // Initialises the tasking system. |
|  | void initialise\_tasking(); |
|  |  |
|  | // Called by the timer hook, this changes the running process. |
|  | void task\_switch(); |
|  |  |
|  | // Forks the current process, spawning a new one with a different |
|  | // memory space. |
|  | int fork(); |
|  |  |
|  | // Causes the current process' stack to be forcibly moved to a new location. |
|  | void move\_stack(void \*new\_stack\_start, u32int size); |
|  |  |
|  | // Returns the pid of the current process. |
|  | int getpid(); |
|  |  |
|  | #endif |

Мы определяем структуру task, в которой хранится информация об идентификаторе задачи ID (известный как PID), о некоторых сохраняемых регистрах, об указателе на директорий страниц и о следующей задаче task, хранящейся в списке (это однонаправленный связный список).

В файле task.c нам понадобится несколько глобальных переменных и у нас также есть небольшая функция initialise\_tasking, с помощью которой создается только одну пустую задачу task.

|  |
| --- |
| // task.c - Implements the functionality needed to multitask. |
|  | // Written for JamesM's kernel development tutorials. |
|  | // |
|  |  |
|  | #include "task.h" |
|  | #include "paging.h" |
|  |  |
|  | // The currently running task. |
|  | volatile task\_t \*current\_task; |
|  |  |
|  | // The start of the task linked list. |
|  | volatile task\_t \*ready\_queue; |
|  |  |
|  | // Some externs are needed to access members in paging.c... |
|  | extern void perform\_task\_switch(u32int, u32int, u32int, u32int); |
|  | extern page\_directory\_t \*kernel\_directory; |
|  | extern page\_directory\_t \*current\_directory; |
|  | extern void alloc\_frame(page\_t\*,int,int); |
|  | extern u32int initial\_esp; |
|  | extern u32int read\_eip(); |
|  |  |
|  | // The next available process ID. |
|  | u32int next\_pid = 1; |
|  |  |
|  | void initialise\_tasking() |
|  | { |
|  | // Rather important stuff happening, no interrupts please! |
|  | asm volatile("cli"); |
|  |  |
|  | // Relocate the stack so we know where it is. |
|  | move\_stack((void\*)0xE0000000, 0x2000); |
|  |  |
|  | // Initialise the first task (kernel task) |
|  | current\_task = ready\_queue = (task\_t\*)kmalloc(sizeof(task\_t)); |
|  | current\_task->id = next\_pid++; |
|  | current\_task->esp = current\_task->ebp = 0; |
|  | current\_task->eip = 0; |
|  | current\_task->page\_directory = current\_directory; |
|  | current\_task->next = 0; |
|  | current\_task->kernel\_stack = kmalloc\_a(KERNEL\_STACK\_SIZE); |
|  |  |
|  | // Reenable interrupts. |
|  | asm volatile("sti"); |
|  | } |
|  |  |
|  | void move\_stack(void \*new\_stack\_start, u32int size) |
|  | { |
|  | u32int i; |
|  | // Allocate some space for the new stack. |
|  | for( i = (u32int)new\_stack\_start; |
|  | i >= ((u32int)new\_stack\_start-size); |
|  | i -= 0x1000) |
|  | { |
|  | // General-purpose stack is in user-mode. |
|  | alloc\_frame( get\_page(i, 1, current\_directory), 0 /\* User mode \*/, 1 /\* Is writable \*/ ); |
|  | } |
|  |  |
|  | // Flush the TLB by reading and writing the page directory address again. |
|  | u32int pd\_addr; |
|  | asm volatile("mov %%cr3, %0" : "=r" (pd\_addr)); |
|  | asm volatile("mov %0, %%cr3" : : "r" (pd\_addr)); |
|  |  |
|  | // Old ESP and EBP, read from registers. |
|  | u32int old\_stack\_pointer; asm volatile("mov %%esp, %0" : "=r" (old\_stack\_pointer)); |
|  | u32int old\_base\_pointer; asm volatile("mov %%ebp, %0" : "=r" (old\_base\_pointer)); |
|  |  |
|  | // Offset to add to old stack addresses to get a new stack address. |
|  | u32int offset = (u32int)new\_stack\_start - initial\_esp; |
|  |  |
|  | // New ESP and EBP. |
|  | u32int new\_stack\_pointer = old\_stack\_pointer + offset; |
|  | u32int new\_base\_pointer = old\_base\_pointer + offset; |
|  |  |
|  | // Copy the stack. |
|  | memcpy((void\*)new\_stack\_pointer, (void\*)old\_stack\_pointer, initial\_esp-old\_stack\_pointer); |
|  |  |
|  | // Backtrace through the original stack, copying new values into |
|  | // the new stack. |
|  | for(i = (u32int)new\_stack\_start; i > (u32int)new\_stack\_start-size; i -= 4) |
|  | { |
|  | u32int tmp = \* (u32int\*)i; |
|  | // If the value of tmp is inside the range of the old stack, assume it is a base pointer |
|  | // and remap it. This will unfortunately remap ANY value in this range, whether they are |
|  | // base pointers or not. |
|  | if (( old\_stack\_pointer < tmp) && (tmp < initial\_esp)) |
|  | { |
|  | tmp = tmp + offset; |
|  | u32int \*tmp2 = (u32int\*)i; |
|  | \*tmp2 = tmp; |
|  | } |
|  | } |
|  |  |
|  | // Change stacks. |
|  | asm volatile("mov %0, %%esp" : : "r" (new\_stack\_pointer)); |
|  | asm volatile("mov %0, %%ebp" : : "r" (new\_base\_pointer)); |
|  | } |
|  |  |
|  | void switch\_task() |
|  | { |
|  | //monitor\_color\_write("SWITCH\_TACK", WHITE, RED); |
|  | // If we haven't initialised tasking yet, just return. |
|  | if (!current\_task) |
|  | return; |
|  |  |
|  | // Read esp, ebp now for saving later on. |
|  | u32int esp, ebp, eip; |
|  | asm volatile("mov %%esp, %0" : "=r"(esp)); |
|  | asm volatile("mov %%ebp, %0" : "=r"(ebp)); |
|  |  |
|  | // Read the instruction pointer. We do some cunning logic here: |
|  | // One of two things could have happened when this function exits - |
|  | // (a) We called the function and it returned the EIP as requested. |
|  | // (b) We have just switched tasks, and because the saved EIP is essentially |
|  | // the instruction after read\_eip(), it will seem as if read\_eip has just |
|  | // returned. |
|  | // In the second case we need to return immediately. To detect it we put a dummy |
|  | // value in EAX further down at the end of this function. As C returns values in EAX, |
|  | // it will look like the return value is this dummy value! (0x12345). |
|  | eip = read\_eip(); |
|  |  |
|  | // Have we just switched tasks? |
|  | if (eip == 0x12345) |
|  | return; |
|  |  |
|  | //monitor\_color\_write("SWITCHING...", WHITE, RED); |
|  | // No, we didn't switch tasks. Let's save some register values and switch. |
|  | current\_task->eip = eip; |
|  | current\_task->esp = esp; |
|  | current\_task->ebp = ebp; |
|  |  |
|  | // Get the next task to run. |
|  | current\_task = current\_task->next; |
|  | // If we fell off the end of the linked list start again at the beginning. |
|  | if (!current\_task) current\_task = ready\_queue; |
|  |  |
|  | eip = current\_task->eip; |
|  | esp = current\_task->esp; |
|  | ebp = current\_task->ebp; |
|  |  |
|  | // Make sure the memory manager knows we've changed page directory. |
|  | current\_directory = current\_task->page\_directory; |
|  |  |
|  | // Change our kernel stack over. |
|  | set\_kernel\_stack(current\_task->kernel\_stack+KERNEL\_STACK\_SIZE); |
|  | // Here we: |
|  | // \* Stop interrupts so we don't get interrupted. |
|  | // \* Temporarily put the new EIP location in ECX. |
|  | // \* Load the stack and base pointers from the new task struct. |
|  | // \* Change page directory to the physical address (physicalAddr) of the new directory. |
|  | // \* Put a dummy value (0x12345) in EAX so that above we can recognise that we've just |
|  | // switched task. |
|  | // \* Restart interrupts. The STI instruction has a delay - it doesn't take effect until after |
|  | // the next instruction. |
|  | // \* Jump to the location in ECX (remember we put the new EIP in there). |
|  | /\*asm volatile(" \ |
|  | cli; \ |
|  | mov %0, %%ecx; \ |
|  | mov %1, %%esp; \ |
|  | mov %2, %%ebp; \ |
|  | mov %3, %%cr3; \ |
|  | mov $0x12345, %%eax; \ |
|  | sti; \ |
|  | jmp \*%%ecx " |
|  | : : "r"(eip), "r"(esp), "r"(ebp), "r"(current\_directory->physicalAddr));\*/ |
|  | perform\_task\_switch(eip, current\_directory->physicalAddr, ebp, esp); |
|  | } |
|  |  |
|  | int fork() |
|  | { |
|  | // We are modifying kernel structures, and so cannot be interrupted. |
|  | asm volatile("cli"); |
|  |  |
|  | // Take a pointer to this process' task struct for later reference. |
|  | task\_t \*parent\_task = (task\_t\*)current\_task; |
|  |  |
|  | // Clone the address space. |
|  | page\_directory\_t \*directory = clone\_directory(current\_directory); |
|  |  |
|  | // Create a new process. |
|  | task\_t \*new\_task = (task\_t\*)kmalloc(sizeof(task\_t)); |
|  | new\_task->id = next\_pid++; |
|  | new\_task->esp = new\_task->ebp = 0; |
|  | new\_task->eip = 0; |
|  | new\_task->page\_directory = directory; |
|  | current\_task->kernel\_stack = kmalloc\_a(KERNEL\_STACK\_SIZE); |
|  | new\_task->next = 0; |
|  |  |
|  | // Add it to the end of the ready queue. |
|  | // Find the end of the ready queue... |
|  | task\_t \*tmp\_task = (task\_t\*)ready\_queue; |
|  | while (tmp\_task->next) |
|  | tmp\_task = tmp\_task->next; |
|  | // ...And extend it. |
|  | tmp\_task->next = new\_task; |
|  |  |
|  | // This will be the entry point for the new process. |
|  | u32int eip = read\_eip(); |
|  |  |
|  | // We could be the parent or the child here - check. |
|  | if (current\_task == parent\_task) |
|  | { |
|  | // We are the parent, so set up the esp/ebp/eip for our child. |
|  | u32int esp; asm volatile("mov %%esp, %0" : "=r"(esp)); |
|  | u32int ebp; asm volatile("mov %%ebp, %0" : "=r"(ebp)); |
|  | new\_task->esp = esp; |
|  | new\_task->ebp = ebp; |
|  | new\_task->eip = eip; |
|  | // All finished: Reenable interrupts. |
|  | asm volatile("sti"); |
|  |  |
|  | // And by convention return the PID of the child. |
|  | return new\_task->id; |
|  | } |
|  | else |
|  | { |
|  | // We are the child - by convention return 0. |
|  | return 0; |
|  | } |
|  |  |
|  | } |
|  |  |
|  | int getpid() |
|  | { |
|  | return current\_task->id; |
|  | } |
|  |  |
|  | void switch\_to\_user\_mode() |
|  | { |
|  | // Set up our kernel stack. |
|  | set\_kernel\_stack(current\_task->kernel\_stack+KERNEL\_STACK\_SIZE); |
|  |  |
|  | // Set up a stack structure for switching to user mode. |
|  | asm volatile(" \ |
|  | cli; \ |
|  | mov $0x23, %ax; \ |
|  | mov %ax, %ds; \ |
|  | mov %ax, %es; \ |
|  | mov %ax, %fs; \ |
|  | mov %ax, %gs; \ |
|  | \ |
|  | \ |
|  | mov %esp, %eax; \ |
|  | pushl $0x23; \ |
|  | pushl %esp; \ |
|  | pushf; \ |
|  | pushl $0x1B; \ |
|  | push $1f; \ |
|  | iret; \ |
|  | 1: \ |
|  | "); |
|  |  |
|  | } |

Все правильно. У нас еще есть только две функции, которые выполняют запись — fork() и switch\_task(). Функция fork() является функцией UNIX, с помощью которой создается новый процесс. Она клонирует адресное пространство и запускает новый процесс, работающий в том же месте, что и исходный процесс.

int fork()

{

// Мы модифицируем структуры ядра и необходимо отключить прерывания.

asm volatile("cli");

// Берем указатель на структуру task этого процесса для последующего к ней обращения.

task\_t \*parent\_task = (task\_t\*)current\_task;

// Клонируем адресное пространство.

page\_directory\_t \*directory = clone\_directory(current\_directory);

Итак, мы, во-первых, запрещаем прерывания, потому что мы меняем структуры данных ядра и в случае, если работа будет прервана посередине, из-за этого могут возникнуть проблемы. Затем мы клонируем текущий директорий страниц.

// Создаем новый процесс.

task\_t \*new\_task = (task\_t\*)kmalloc(sizeof(task\_t));

new\_task->id = next\_pid++;

new\_task->esp = new\_task->ebp = 0;

new\_task->eip = 0;

new\_task->page\_directory = directory;

new\_task->next = 0;

// Добавляем его в конец очереди задач, готовых для запуска.

// Находим конец очереди задач, готовых для запуска...

task\_t \*tmp\_task = (task\_t\*)ready\_queue;

while (tmp\_task->next)

tmp\_task = tmp\_task->next;

// ...И добавяем в нее новый процесс.

tmp\_task->next = new\_task;

Здесь мы создаем новый процесс точно также, как и в initialise\_tasking. Мы добавляем его в конец очереди готовых задач (очереди задач, которые готовы к запуску). Если вам не понятен этот код я предлагаю вам посмотреть руководство по работе с односвязными списками.

Мы должны сообщить задаче, где она должна начинать выполнение. Для этого нам нужно прочитать указатель текущей инструкции. Для этого нам нужна быстро работающая функция read\_eip() - она находится в файле process.s:

[GLOBAL read\_eip]

read\_eip:

pop eax

jmp eax

Это достаточно хитрый способ чтения указателя текущей инструкции. Когда вызывается функция read\_eip, адрес текущего местоположения инструкции помещается в стек. Обычно для того, чтобы вернуться из функции, мы используем команду "ret". Эта команда извлекает значение адреса из стека и переходит по этому адресу. Однако здесь мы сами выталкиваем значение адреса из стека в регистр EAX (вспомните, что согласно договоренности о вызове \_\_cdecl регистр EAX является регистром 'значения возврата'), а затем переходим по этому адресу.

// Это будет точка входа для нового процесса.

u32int eip = read\_eip();

Важно заметить, что поскольку мы (далее) заносим начальный адрес новой задачи в "eip", мы можем после вызова read\_eip оказаться в одном из двух состояний.

1. Мы только вызвали read\_eip и находимся в родительской задаче.
2. Мы вызываем дочернюю задачу, и она только что начала выполняться.

Чтобы различать эти два случая, мы проверяем условие "current\_task == parent\_task" (является ли текущая задача родительской задачей). В switch\_task () мы добавляем код, который обновляет переменную "current\_task" с тем, чтобы она всегда указывала на задачу, работающую в текущий момент. Так что, если мы находимся в дочерней задаче, значение current\_task не будет совпадать со значением parent\_task, иначе они совпадают.

// Мы можем находиться в родительской или дочерней задаче - проверяем.

if (current\_task == parent\_task)

{

// Мы находимся в родительской задаче, поэтому мы настраиваем esp/ebp/eip для нашей дочерней задачи.

u32int esp; asm volatile("mov %%esp, %0" : "=r"(esp));

u32int ebp; asm volatile("mov %%ebp, %0" : "=r"(ebp));

new\_task->esp = esp;

new\_task->ebp = ebp;

new\_task->eip = eip;

// Все завершили: Заново включаем прерывания.

asm volatile("sti");

return new\_task->id;

}

else

{

// Мы находимся в дочерней задаче — согласно договоренности возвращаем 0.

return 0;

}

}

Давайте просто пробежимся по этому коду. Если мы находимся в родительской задаче, мы читаем значения указателя текущего стека и указателя базы и запоминаем их а структуре task\_struct новой задачи. Мы также в этой структуре запоминаем указатель инструкции, который мы нашли ранее, а затем снова включаем прерывания (поскольку мы все завершили). Функция fork(), согласно договоренности, в случае, если мы находимся в родительской задаче, возвращает значение PID дочерней задачи, или возвращает ноль в случае, если мы находимся в дочерней задаче.

#### 9.4.1. Копирование физического фрейма

Во-первых, для того, чтобы вызвать нашу функцию планировщика, нам нужно получить от таймера обратный вызов (callback).

*В файле timer.c*

static void timer\_callback(registers\_t regs)

{

tick++;

switch\_task();

}

void switch\_task()

{

// Если у нас еще нет инициализированных задач, то просто выходим.

if (!current\_task)

return;

Поскольку эта функция вызывается каждый раз, когда поступает вызов от таймера, вполне вероятно, что она может быть вызвана раньше, чем будет вызвана функция *initialise\_tasking*. Поэтому мы здесь это проверяем - если текущая задача NULL, то у нас еще не созданы какие-либо задачи, поэтому просто выходим из функции.

Затем давайте всего лишь быстро сохраним указатели стека и базы — они нам потребуются.

// Теперь читаем esp, ebp для того, чтобы их потом сохранить.

u32int esp, ebp, eip;

asm volatile("mov %%esp, %0" : "=r"(esp));

asm volatile("mov %%ebp, %0" : "=r"(ebp));

Мы снова с помощью нашей функции read\_eip читаем указатель инструкций. Для того, чтобы при следующем выходе из функции планировщика, мы попали снова в то же самое место, мы помещаем значение указателя инструкций в поле "eip" текущей задачи. Но точно также, как и в функции fork(), мы после вызова можем оказаться в одном из следующих двух состояний:

1. Мы только что вызвали функцию read\_eip и она вернула нам указатель на текущую инструкцию.
2. Мы только что выполнили переключение задач, и выполнение продолжилось сразу после функции read\_eip.

Как нам различить эти два состояния? Мы можем запутаться. Когда мы действительно выполняем переключение задач (в какой-то момент), мы можем поместить в регистр EAX фиктивное значение (я использовал 0x12345). Т. к. в языке C регистр EAX используется для возврата значения из функции, во втором случае значением, возвращаемым из read\_eip, *окажется* значение 0x12345! Так что мы можем использовать его для того, чтобы различать состояния.

// Читаем указатель инструкций. Здесь мы используем сложную логику:

// Когда происходит выход из этой функции, то возможен один из следующих двух случаев -

// (a) Мы вызвали функцию и она вернула значение EIP.

// (b) Мы только что переключили задачи и, поскольку сохраненным значением EIP,

// в сущности,является инструкция, идущая за read\_eip(), то будет все выглядеть так,

// как если бы только что произошел выход из функции read\_eip.

// Во втором случае нам нужно немедленно выйти из функции. Чтобы обнаружить эту ситуацию,

// нам нужно поместить в EAX фиктивное значение, которое будет проверяться в конце работы

// нашей функции. Поскольку в языке C регистр EAX используется для возврата значений, будет

// выглядеть так, как будто бы возвращаемым значением будет это фиктивное значение! (0x12345).

eip = read\_eip();

// Только что выполнено переключение задач?

if (eip == 0x12345)

return;

Тогда мы записываем новые ESP, EBP и EIP в структуру task текущей задачи.

// Нет, переключение задач не выполнено. Давайте сохраним значения некоторых регистров и выполним переключение.

current\_task->eip = eip;

current\_task->esp = esp;

current\_task->ebp = ebp;

Затем мы выполняем переключение задач! Двигаемся по списку current\_task, в котором перечислены текущие задачи. Если мы доходим до конца (если current\_task заканчивается нулевым значением), мы просто начинаем просматривать список заново.

// Берем следующую задачу для запуска.

current\_task = current\_task->next;

// Если мы доходим до конца связного списка, то начинаем все сначала.

if (!current\_task) current\_task = ready\_queue;

esp = current\_task->esp;

ebp = current\_task->ebp;

Последние три строки нужны только для более лучшего понимания кода.

На самом деле все в этой функции описано в комментариях. Мы изменяем все регистры, которые нам необходимы, а затем переходим туда, где расположена новая инструкция.

// Здесь мы:

// \* Останавливаем прерывания, чтобы ничего нам не мешало.

// \* Временно помещаем значение нового положения EIP в регистр ECX.

// \* Загружаем указатели стека и базы из структуры task новой задачи.

// \* Заменяем указатель директория страниц на физический адрес (physicalAddr) нового директория.

// \* Помещаем в регистр EAX фиктивное значение (0x12345) с тем, чтобы мы могли его сразу опознать в

// случае, кода мы выполним переключение задач.

// \* Снова запускаем прерывания. В инструкции STI будет задержка — она не срабатывает до тех пор,

// пока не произойдет переход к новой инструкции.

// \* Переходим на позицию, указываемую в ECX (вспомните, что мы сюда поместили новое значение EIP).

asm volatile(" \

cli; \

mov %0, %%ecx; \

mov %1, %%esp; \

mov %2, %%ebp; \

mov %3, %%cr3; \

mov $0x12345, %%eax; \

sti; \

jmp \*%%ecx "

: : "r"(eip), "r"(esp), "r"(ebp), "r"(current\_directory->physicalAddr));

}

### 9.5. Тестирование.

Давайте изменим нашу функцию main():

int main(struct multiboot \*mboot\_ptr, u32int initial\_stack)

{

initial\_esp = initial\_stack;

// Инициализируем все ISR и сегментацию

init\_descriptor\_tables();

// Инициализируем экран (очищаем его)

monitor\_clear();

// Инициализируем PIT значением 100Hz

asm volatile("sti");

init\_timer(50);

// Находим место размещения нашего диска initial ramdisk.

ASSERT(mboot\_ptr->mods\_count > 0);

u32int initrd\_location = \*((u32int\*)mboot\_ptr->mods\_addr);

u32int initrd\_end = \*(u32int\*)(mboot\_ptr->mods\_addr+4);

// Пожалуйста, не затрите наш модуля при доступе к адресам размещения!

placement\_address = initrd\_end;

// Запуск страничной организации памяти.

initialise\_paging();

// Запускаем многозадачность.

initialise\_tasking();

// Инициализируем initial ramdisk и указываем его как корневую файловую систему.

fs\_root = initialise\_initrd(initrd\_location);

// Создаем новый процесс в новом адресном пространстве, который является клоном текущего процесса.

int ret = fork();

monitor\_write("fork() returned ");

monitor\_write\_hex(ret);

monitor\_write(", and getpid() returned ");

monitor\_write\_hex(getpid());

monitor\_write("\n============================================================================\n");

// Следующий раздел кода не является реентрантным, поскольку мы не должны прерывать его исполнение.

asm volatile("cli");

// Список содержимого директория /

int i = 0;

struct dirent \*node = 0;

while ( (node = readdir\_fs(fs\_root, i)) != 0)

{

monitor\_write("Found file ");

monitor\_write(node->name);

fs\_node\_t \*fsnode = finddir\_fs(fs\_root, node->name);

if ((fsnode->flags&0x7) == FS\_DIRECTORY)

{

monitor\_write("\n\t(directory)\n");

}

else

{

monitor\_write("\n\t contents: \"");

char buf[256];

u32int sz = read\_fs(fsnode, 0, 256, buf);

int j;

for (j = 0; j < sz; j++)

monitor\_put(buf[j]);

monitor\_write("\"\n");

}

i++;

}

monitor\_write("\n");

asm volatile("sti");

return 0;

}

 Многозадачность, на самом деле, одно из последних препятствий на пути создания "правильного" ядра. В любой современной ОС важно создать у пользователя впечатление, что он работает с несколькими задачами одновременно.

## 10. Пользовательский режим

## 10.1. Переключение в пользовательский режим

Архитектура X86 необычна тем, что в ней нет прямого способа переключения в пользовательский режим. Единственный способ, с помощью которого можно перейти в пользовательский режим, состоит в выходе из исключительного состояния, которое возникло в пользовательском режиме. Единственный способ создания такого исключения состоит сначала в создании в стеке такого состояния, как если бы в пользовательском режиме произошло исключение, а затем в выходе из него с помощью инструкции возврата из исключения (IRET).

При выполнении инструкции IRET предполагается, что в стеке будут находиться следующее содержимое (начиная с указателя стека — с самого младшего адреса и выше):

![http://rus-linux.net/MyLDP/kernel/toyos/iret.png](data:image/png;base64,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)

Стек до выполнения инструкции IRET.

* Инструкция, с которой продолжается исполнение - значение EIP.
* Переключатель сегмента кода, на который нужно перейти.
* Значение, которое будет загружено в регистр EFLAGS.
* Указатель стека для загрузки.
* Переключатель сегмента стека, на который нужно перейти.

Со значениями регистров EIP, EFLAGS и ESP работать просто, но немного сложнее использовать значения CS и SS.

Когда мы создавали нашу таблицу GDT, мы создали пять переключателей — переключатель NULL, переключатель сегмента кода для режима ядра, переключатель сегмента данных для режима ядра, переключатель сегмента кода для пользовательского режима и переключатель сегмента данных для пользователя режиме.

Размер всех переключателей по 8 байтов, так что индексы переключателей следующие:

* 0x00: Дескриптор null
* 0x08: Сегмент кода для режима ядра
* 0x10: Сегмент данных для режима ядра
* 0x18: Сегмент кода для пользовательского режима
* 0x20: Сегмент данных для пользовательского режима

Мы в настоящее время используем переключатели 0x08 и 0x10; для пользовательского режима нам потребуется использовать переключатели 0x18 и 0x20. Тем не менее, все не так просто. Поскольку размеры всех переключателей по 8 байтов, два младших бита переключателя всегда будут равны нулю. Intel использует эти два бита для указания RPL - *Requested Privilege Level* (запрашиваемый уровень привилегий). Эти биты в текущий момент равны нулю, поскольку мы работали в кольце 0, но теперь, когда мы хотим перейти в кольцо три, нам нужно в них задать значение '3'.

Итак, это значит, что нашим переключателем сегмента кода будет (0x18 | 0x3 = 0x1b), а нашим переключателем сегмента данных будет (0x20 | 0x3 = 0x23).

### 10.1.1. Файл task.c

Эта функция должна находиться в нашем файле task.c. Мы вызываем ее из файла main.c.

void switch\_to\_user\_mode()

{

// Настраиваем структуру стека для переключения в пользовательский режим.

asm volatile(" \

cli; \

mov $0x23, %ax; \

mov %ax, %ds; \

mov %ax, %es; \

mov %ax, %fs; \

mov %ax, %gs; \

\

mov %esp, %eax; \

pushl $0x23; \

pushl %eax; \

pushf; \

pushl $0x1B; \

push $1f; \

iret; \

1: \

");

}

В этом коде сначала отключаются прерывания, т.к. мы находимся в критической секции кода. Затем в переключателях сегментов ds, es, fs и gs записываются значения переключателя данных нашего пользовательского режима - 0x23.

Наша цель состоит в выходе из функции switch\_to\_user\_mode() в пользовательском режиме, поэтому для того, чтобы это сделать, нам не нужно менять указатель стека. В следующей строке в регистре EAX сохраняется указатель стека с тем, чтобы в дальнейшем им можно было воспользоваться. Мы помещаем в стек значение переключателя нашего сегмента стека (0x23), затем помещаем значение, на которое, по нашему мнению, должен указывать указатель стека после выхода из команды IRET. Это то значение ESP, которое имел регистр ESP перед тем, как мы стали что-либо менять в стеке (запомнили в EAX).

Инструкция pushf помещает в стек текущее значение EFLAGS — затем мы помещаем в стек значение переключателя CS (0x1b).

Следующая инструкция несколько особенная и может оказаться непонятной тем, кто не привык к синтаксису AS. Мы помещаем в стек значение $1f. Обозначение $1f означает "адрес метки '1:', следующей по ходу кода

После этого мы выполняем нашу команду IRET, и, надеюсь, мы теперь должны в пользовательском режиме выполнить код в строке "1:" с использованием того же самого стека.

#### 10.1.2. Чтобы ничего не упустить

Вы могли заметить, что мы отключили прерывание прежде, чем начали переключение режимов. Теперь возникает следующая проблема - как мы снова включим прерывания? Можно обнаружить, что при выполнении команды *sti* в пользовательском режиме возникает общая ошибка защиты, так что если мы включим прерывания раньше, чем мы выполним команду IRET, прерывание может возникнуть не в тот момент времени.

Если вы знаете, как работают инструкции *sti* и *cli*, то решение приходит само собой, с помощью этих инструкций в EFLAGS просто устанавливается флаг 'IF'. Флаг IF имеет маску 0x200, поэтому все, что вы должны сделать, это сразу после инструкции 'pushf' вставить следующие строки в ассемблерный код, который был приведен выше:

pop %eax ; Помещаем EFLAGS обратно в EAX. Единственный способ — читаем EFLAGS с помощью pushf, а затем выталкиваем из стека.

or %eax, $0x200 ; Устанавливаем флаг IF.

push %eax ; Помещаем новое значение EFLAGS обратно в стек.

При использовании этого решения, прерывания снова будут активированы автоматически сразу, как только будет выполнена инструкция IRET, причем совершенно безопасно.

## 10.2. Системные вызовы

Код, работающий в пользовательском режиме, не может запускать какой-либо код, который расположен в области памяти супервизора, или получать доступ к области супервизора и не может запускать код, в котором используются привилегированные команды, например, *hlt*. Поэтому в большинстве ядер предоставляется интерфейс, который можно пользоваться в обычных функциях. Обращение к ядру через этот интерфейс называется "системным вызовом".

Способ, с помощью которого в архитектуре x86 реализуются системные вызовы, возник исторически, достаточно прост, используется дл сих пор, представляет собой работу с программными прерываниями. В пользовательской программе задается регистр, в котором указывается, какие системные функции следует выполнять, а затем в других регистрах настраиваются параметры. Затем будет выполнено программное прерывание для определенного вектора - в linux используется 0x80. Программное прерывание вызывает изменение режима — происходит переход в кольцо 0; в ядре должен быть обработчик для этого вектора прерывания и, соответственно, должна быть выполнена диспетчеризация этого системного вызова.

Единственное, что важно отметить, что ядру при исполнении кода обработки прерываний требуется для работы отдельный стек. Если стека нет, то процессор выдаст две ошибки. Очевидно, это может позволить злоумышленнику достаточно просто вывести из строя вашу систему, поэтому на практике считается нормой при изменении режима с кольца 3 на кольцо 0 переключаться на новый стек, предназначенный исключительно для использования в ядре и который гарантированно будет отдельным стеком.

Очевидно, что если вы хотите, чтобы ядро было выгружаемым (т. е. вы хотите иметь возможность переключения задач при выполнении кода внутри ядра), вам понадобится для каждой задачи по одному такому стеку ядра, либо вы, в конечном итоге, испортите данные некоторой задачи при выполнении другой задачи.

#### 10.2.1. Сегмент состояния задачи

В архитектуре X86 есть поддержка аппаратной реализации переключения задач, осуществляемая с использованием списка сегментов состояния задач (Task State Segments - TSS). В настоящем руководстве мы решили (точно также как и в BSD, в Linux и в большинстве операционных систем с архитектурой x86) не использовать эту возможность, а вместо нее использовать программное решение. Основная причина этого состоит в том, что аппаратное переключение задач на самом деле не намного быстрее, чем программное, а программное переключение задач позволяет обеспечить лучшую переносимость между различными платформами.

С учетом сказанного, особенности реализации архитектуры x86 таковы, что у нас нет выбора, кроме как использовать хотя бы один сегмент TSS. Это связано с тем, что когда программа в пользовательском режиме (кольцо 3) выполняет системный вызов (программное прерывание), процессор автоматически ищет текущий сегмент TSS и устанавливает сегмент стека (SS) и указатель стека (ESP) равным тому, что он найдет в полях SS0 и ESP0 ('0', поскольку это переход в кольцо 0) – по существу происходит переключение из пользовательского стека в стек вашего ядра.

Обычной практикой при реализации программного переключения задач является просто использование одного сегмента TSS и обновление его поля ESP0 всякий раз, когда происходит переключение задач - эти минимальные действия необходимы для того, чтобы системные вызовы работали правильно.

#### 10.2.1.1. Файл descriptor\_tables.h

Нам нужно в заголовочный файл descriptor\_tables добавить структуру записи TSS:

// Структура, описывающая сегмент состояния задачи Task State Segment.

struct tss\_entry\_struct

{

u32int prev\_tss; // Предыдущий TSS – если используется аппаратное переключение задач, то это поле нужно создания связного списка.

u32int esp0; // Указатель стека, загружаемый при переходе в режим ядра.

u32int ss0; // Сегмент стека, загружаемый при переходе в режим ядра.

u32int esp1; // Не используется ...

u32int ss1;

u32int esp2;

u32int ss2;

u32int cr3;

u32int eip;

u32int eflags;

u32int eax;

u32int ecx;

u32int edx;

u32int ebx;

u32int esp;

u32int ebp;

u32int esi;

u32int edi;

u32int es; // Значение, загружаемое в ES при переходе в режим ядра.

u32int cs; // Значение, загружаемое в CS при переходе в режим ядра

u32int ss; // Значение, загружаемое в SS при переходе в режим ядра

u32int ds; // Значение, загружаемое в DS при переходе в режим ядра

u32int fs; // Значение, загружаемое в FS при переходе в режим ядра

u32int gs; // Значение, загружаемое в GS при переходе в режим ядра

u32int ldt; // Не используется ...

u16int trap;

u16int iomap\_base;

} \_\_attribute\_\_((packed));

typedef struct tss\_entry\_struct tss\_entry\_t;

#### 10.2.1.2. Файл descriptor\_tables.c

Нам также нужен код для инициализации TSS. TSS, на самом деле, хранится в таблице GDT в виде указателя GDT, поэтому нам в таблице GDT также потребуется еще одна запись.

// Давайте из кода на языке C получим доступ к нашим ассемблерным функциям.

...

extern void tss\_flush();

// Внутренние прототипы функций.

...

static void write\_tss(s32int,u16int,u32int);

...

tss\_entry\_t tss\_entry;

static void init\_gdt()

{

gdt\_ptr.limit = (sizeof(gdt\_entry\_t) \* 6) - 1;

gdt\_ptr.base = (u32int)&gdt\_entries;

gdt\_set\_gate(0, 0, 0, 0, 0); // Сегмент null

gdt\_set\_gate(1, 0, 0xFFFFFFFF, 0x9A, 0xCF); // Сегмент кода

gdt\_set\_gate(2, 0, 0xFFFFFFFF, 0x92, 0xCF); // Сегмент данных

gdt\_set\_gate(3, 0, 0xFFFFFFFF, 0xFA, 0xCF); // Сегмент кода пользовательского режима

gdt\_set\_gate(4, 0, 0xFFFFFFFF, 0xF2, 0xCF); // Сегмент данных пользовательского режима

write\_tss(5, 0x10, 0x0);

gdt\_flush((u32int)&gdt\_ptr);

tss\_flush();

}

// Инициализируем нашу структуру сегмента состояния задачи.

static void write\_tss(s32int num, u16int ss0, u32int esp0)

{

// Сначала давайте вычислим базу и предельное значение для нашей записи в таблице GDT.

u32int base = (u32int) &tss\_entry;

u32int limit = base + sizeof(tss\_entry);

// Теперь добавим в таблицу GDT адрес дескриптора нашего TSS.

gdt\_set\_gate(num, base, limit, 0xE9, 0x00);

// Обеспечим, чтобы первоначально дескриптор был равен нулю.

memset(&tss\_entry, 0, sizeof(tss\_entry));

tss\_entry.ss0 = ss0; // Запоминаем сегмент стека ядра.

tss\_entry.esp0 = esp0; // Запоминаем указатель стека ядра.

// Здесь заносим в таблицу TSS записи cs, ss, ds, es, fs и gs. В них указывается, какие сегменты

// должны быть загружены в случае, когда процессор переключается в режим ядра. Поэтому

// они являются нашими обычными сегментами кода/данных ядра - 0x08 и 0x10 соответственно,

// но в последних двух битах будут указаны значения 0x0b и 0x13. Значения этих битов указывают,

// что уровень запрашиваемых привилегий RPL (requested privilege level) равен 3; это означает, что

// этот сегмент TSS можно использовать для переключения в режим ядра из кольца 3.

tss\_entry.cs = 0x0b;

tss\_entry.ss = tss\_entry.ds = tss\_entry.es = tss\_entry.fs = tss\_entry.gs = 0x13;

}

Далее нужно определить функцию tss\_flush. Нам также в случае, когда мы переключаем задачи, потребуется функция обновления записи TSS поскольку в этой записи хранится адрес правильного стека ядра;

void set\_kernel\_stack(u32int stack)

{

tss\_entry.esp0 = stack;

}

#### 10.2.1.3. Файл gdt.s

Здесь мы определяем нашу функцию tss\_flush. В ней мы сообщаем процессору, где в таблице GDT найти нашу запись TSS.

[GLOBAL tss\_flush] ; Allows our C code to call tss\_flush().

tss\_flush:

mov ax, 0x2B ; Load the index of our TSS structure - The index is

; 0x28, as it is the 5th selector and each is 8 bytes

; long, but we set the bottom two bits (making 0x2B)

; so that it has an RPL of 3, not zero.

ltr ax ; Load 0x2B into the task state register.

ret

Обратите внимание, что мы должны указать RPL точно также, как и в случае, когда мы переходим в пользовательский режим.

#### 10.2.2. Интерфейс системных вызовов

Мы собираемся создать интерфейс системных вызовов syscall, похожий на тот, что есть в Linux, в котором используется вектор прерываний 0x80. Обработчики прерываний, определенные нами, в настоящее время не обрабатывают эти адреса, поэтому мы должны добавить в файл interrupt.s инструкцию "ISR\_NOERRCODE 128", а в файл descriptor\_tables.c дополнительный шлюз idt\_set\_gate (и, конечно, дополнительный прототип функции в файл descriptor\_tables.h).

#### 10.2.2.1. Файл syscall.h

Сначала нам нужно просто получить интерфейс для запуска интерфейса системных вызовов ...

|  |
| --- |
| // syscall.h -- Defines the interface for and structures relating to the syscall dispatch system. |
|  | // Written for JamesM's kernel development tutorials. |
|  |  |
|  | #ifndef SYSCALL\_H |
|  | #define SYSCALL\_H |
|  |  |
|  | #include "common.h" |
|  |  |
|  | void initialise\_syscalls(); |
|  |  |
|  | #define DECL\_SYSCALL0(fn) int syscall\_##fn(); |
|  | #define DECL\_SYSCALL1(fn,p1) int syscall\_##fn(p1); |
|  | #define DECL\_SYSCALL2(fn,p1,p2) int syscall\_##fn(p1,p2); |
|  | #define DECL\_SYSCALL3(fn,p1,p2,p3) int syscall\_##fn(p1,p2,p3); |
|  | #define DECL\_SYSCALL4(fn,p1,p2,p3,p4) int syscall\_##fn(p1,p2,p3,p4); |
|  | #define DECL\_SYSCALL5(fn,p1,p2,p3,p4,p5) int syscall\_##fn(p1,p2,p3,p4,p5); |
|  |  |
|  | #define DEFN\_SYSCALL0(fn, num) \ |
|  | int syscall\_##fn() \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | #define DEFN\_SYSCALL1(fn, num, P1) \ |
|  | int syscall\_##fn(P1 p1) \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | #define DEFN\_SYSCALL2(fn, num, P1, P2) \ |
|  | int syscall\_##fn(P1 p1, P2 p2) \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1), "c" ((int)p2)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | #define DEFN\_SYSCALL3(fn, num, P1, P2, P3) \ |
|  | int syscall\_##fn(P1 p1, P2 p2, P3 p3) \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1), "c" ((int)p2), "d"((int)p3)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | #define DEFN\_SYSCALL4(fn, num, P1, P2, P3, P4) \ |
|  | int syscall\_##fn(P1 p1, P2 p2, P3 p3, P4 p4) \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1), "c" ((int)p2), "d" ((int)p3), "S" ((int)p4)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | #define DEFN\_SYSCALL5(fn, num) \ |
|  | int syscall\_##fn(P1 p1, P2 p2, P3 p3, P4 p4, P5 p5) \ |
|  | { \ |
|  | int a; \ |
|  | asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1), "c" ((int)p2), "d" ((int)p3), "S" ((int)p4), "D" ((int)p5)); \ |
|  | return a; \ |
|  | } |
|  |  |
|  | DECL\_SYSCALL1(monitor\_write, const char\*) |
|  | DECL\_SYSCALL1(monitor\_write\_hex, const char\*) |
|  | DECL\_SYSCALL1(monitor\_write\_dec, const char\*) |
|  |  |
|  | #endif |

#endif

#### 10.2.2.2. Файл syscall.c

... а затем реализовать его. Как уже упоминалось, обычный способ диспетчеризации системных вызовов состоит в использовании одного регистра, содержащего число, рассматриваемое как индекс таблицы функций. После этого функцию можно выполнить.

На данный момент у нас просто есть три функции, которые могут быть вызваны с помощью системных вызовов — три функции вывода данных на монитор. Они позволят нам проверить, будет ли проще работать с нашим кодом, если использовать вывод текста в пользовательском режиме.

|  |
| --- |
| //syscall.c |
|  |  |
|  |  |
|  | #include "syscall.h" |
|  | #include "isr.h" |
|  |  |
|  | #include "monitor.h" |
|  |  |
|  | static void syscall\_handler(registers\_t \*regs); |
|  |  |
|  | DEFN\_SYSCALL1(monitor\_write, 0, const char\*); |
|  | DEFN\_SYSCALL1(monitor\_write\_hex, 1, const char\*); |
|  | DEFN\_SYSCALL1(monitor\_write\_dec, 2, const char\*); |
|  |  |
|  | static void \*syscalls[3] = |
|  | { |
|  | &monitor\_write, |
|  | &monitor\_write\_hex, |
|  | &monitor\_write\_dec, |
|  | }; |
|  | u32int num\_syscalls = 3; |
|  |  |
|  | void initialise\_syscalls() |
|  | { |
|  | // Register our syscall handler. |
|  | register\_interrupt\_handler (0x80, &syscall\_handler); |
|  | } |
|  |  |
|  | void syscall\_handler(registers\_t \*regs) |
|  | { |
|  | // Firstly, check if the requested syscall number is valid. |
|  | // The syscall number is found in EAX. |
|  | if (regs->eax >= num\_syscalls) |
|  | return; |
|  |  |
|  | // Get the required syscall location. |
|  | void \*location = syscalls[regs->eax]; |
|  |  |
|  | // We don't know how many parameters the function wants, so we just |
|  | // push them all onto the stack in the correct order. The function will |
|  | // use all the parameters it wants, and we can pop them all back off afterwards. |
|  | int ret; |
|  | asm volatile (" \ |
|  | push %1; \ |
|  | push %2; \ |
|  | push %3; \ |
|  | push %4; \ |
|  | push %5; \ |
|  | call \*%6; \ |
|  | pop %%ebx; \ |
|  | pop %%ebx; \ |
|  | pop %%ebx; \ |
|  | pop %%ebx; \ |
|  | pop %%ebx; \ |
|  | " : "=a" (ret) : "r" (regs->edi), "r" (regs->esi), "r" (regs->edx), "r" (regs->ecx), "r" (regs->ebx), "r" (location)); |
|  | regs->eax = ret; |
|  | } |

Итак, здесь у нас есть таблица адресов наших функций системных вызовов. Функция initialise\_syscalls всего лишь добавляет функцию обработчика syscall\_handler в качестве обработчика для прерывания 0x80.

Функция syscall\_handler проверяет, является ли индекс данной функции допустимым, затем берет адрес вызываемой функции, а также помещает в стек все параметры, которые мы используем, вызывает функцию, а затем убирает из стека все параметры.

Как обычно, она помещает в регистр EAX значение, которое должно быть возвращено функцией при выходе из прерывания.

#### 10.2.3. Вспомогательные макросы

Итак, системный вызов, осуществляемый из пользовательского режима, должен выглядеть приблизительно так:

mov eax, call>

mov ebx,

mov ecx,

mov edx,

mov esi,

mov edi,

int 0x80 ; execute syscall

; значение, возвращаемое из системного вызова, находится в EAX.

Однако, он выглядит несколько громоздким. Мы можем упростить его, создав несколько вспомогательных макросов, в которых определены функции-заглушки с ассемблерными строками, с помощью которых в действительности выполняется системный вызов;

*В файле syscall.h*

#define DECL\_SYSCALL0(fn) int syscall\_##fn();

#define DECL\_SYSCALL1(fn,p1) int syscall\_##fn(p1);

#define DECL\_SYSCALL2(fn,p1,p2) int syscall\_##fn(p1,p2);

#define DECL\_SYSCALL3(fn,p1,p2,p3) int syscall\_##fn(p1,p2,p3);

#define DECL\_SYSCALL4(fn,p1,p2,p3,p4) int syscall\_##fn(p1,p2,p3,p4);

#define DECL\_SYSCALL5(fn,p1,p2,p3,p4,p5) int syscall\_##fn(p1,p2,p3,p4,p5);

#define DEFN\_SYSCALL0(fn, num) \

int syscall\_##fn() \

{ \

int a; \

asm volatile("int $0x80" : "=a" (a) : "0" (num)); \

return a; \

}

#define DEFN\_SYSCALL1(fn, num, P1) \

int syscall\_##fn(P1 p1) \

{ \

int a; \

asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1)); \

return a; \

}

#define DEFN\_SYSCALL2(fn, num, P1, P2) \

int syscall\_##fn(P1 p1, P2 p2) \

{ \

int a; \

asm volatile("int $0x80" : "=a" (a) : "0" (num), "b" ((int)p1), "c" ((int)p2)); \

return a; \

}

...

Итак, у нас есть макрос "DECL\_SYSCALLX", в котором объявляется функция-заглушка для функции *fn* с параметрами X, причем типы параметров определяются как *p1..pn*.

В макросе "DEFN\_SYSCALLX" фактически определяется функция-заглушка, которая является просто фрагментом вставленного кода на ассемблере. Параметр num используется как индекс таблицы функций системных вызовов.

Таким образом, чтобы определить наши функции monitor\_ \*, нам потребуется объявить их в файле syscall.h:

DECL\_SYSCALL1(monitor\_write, const char\*)

DECL\_SYSCALL1(monitor\_write\_hex, const char\*)

DECL\_SYSCALL1(monitor\_write\_dec, const char\*)

а затем в файле syscall.c определяем:

DEFN\_SYSCALL1(monitor\_write, 0, const char\*);

DEFN\_SYSCALL1(monitor\_write\_hex, 1, const char\*);

DEFN\_SYSCALL1(monitor\_write\_dec, 2, const char\*);

### 10.3. Тестирование

*В файле main.c*

// Запускам страничную организацию памяти.

initialise\_paging();

// Запускаем многозадачность.

initialise\_tasking();

// Инициализируем initial ramdisk и указываем его как корневую файловую систему.

fs\_root = initialise\_initrd(initrd\_location);

initialise\_syscalls();

switch\_to\_user\_mode();

syscall\_monitor\_write("Hello, user world!\n");

return 0;

код, размещенный в файле main.c, дает функциональные возможности пользовательского режима, предназначенного для выполнения ненадежных программ пользователя.

**Выводы**

* Понимание низкоуровневых аспектов языков программирования. Работа с регистрами.
* Изучение соглашения о вызовах \_\_cdecl, который устанавливает следующий порядок: параметры функции загружаются в стек (push) в порядке справа налево. Т.е. самый последний аргумент функции будет загружен в стек последним. Для возврата результата используется регистр eax.
* Более глубокое понимание псевдо-параллельности: на машине с одним ядром многозадачность достигается с помощью очень частых (примерно каждые 45 мкс на современных машинах) переключений контекста, что представляет из себя достаточно "дешевую" операцию.